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## Sign of the solution to a non-cooperative system


#### Abstract

Combining the results of a recent paper by Fleckinger-Hernández-de Thélin [14] for a non cooperative $2 \times 2$ system with the method of PhD Thesis of M. H. Lécureux we compute the sign of the solutions of a $n \times n$ non-cooperative systems when the parameter varies near the lowest principal eigenvalue of the system.
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## 1 Introduction

Many results have been obtained since decades on Maximum Principle and Antimaximum principle for second order elliptic partial differential equations involving e.g. Laplacian, pLaplacian, Schrödinger operator, ... or weighted equations. Then most of these results have been extended to systems.

The maximum principle (studied since centuries) has many applications in various domains as physic, chemistry, biology, .... Usually it shows that for positive data the solutions are positive (positivity is preserved). It is generally valid for a parameter below the "principal" eigenvalue (the smallest one). The Antimaximum principle, introduced in 1979 by Clément and Peletier ([8]), shows that, for one equation, as this parameter goes through this principal eigenvalue, the sign are reversed; this holds only for a small interval. The original proof relies on a decomposition into the groundstate (principal eigenfunction of the operator) and its orthogonal. It is the same idea which has been used in [14] (combined with a bootstrap method) to derive a precise estimate for the validity interval of the Antimaximum principle for one equation. By use of this result, Fleckinger-Hernández-de Thélin ([14]) deduce results on the sign of solution for some $2 \times 2$ non-cooperative systems. Indeed many papers have appeared for cooperative systems involving various elliptic operators: ([1], [2], [4], [9], [10],
[11], [12], [13], ...). Concerning non cooperative systems the literature is more restricted ([7], [14], ...).

In this paper we extend the results obtained in [14], valid for $2 \times 2$ non-cooperative systems involving Dirichlet Laplacian, to $n \times n$ ones. Recall that a system is said to be "cooperative" if all the terms outside the diagonal of the associated square matrix are positive.

For this aim we combine the precise estimate for the validity interval of the antimaximum principle obtained in [14] with the method used in [15], [1] for systems.

In Section 2 we are concerned with one equation. We first recall the precise estimate for the validity interval for the antimaximum principle ([14]); then we give some related results used in the study of systems.

In Section 3 we first state our main results for a $n \times n$ system (eventually non-cooperative) and then we prove them.

Finally, in Section 4, we compare our results with the ones of [14]. Our method, which uses the matricial calculus and in particular Jordan decomposition, allows us to have a more general point of view, even for a $2 \times 2$ system.

## 2 Results for one equation:

In [14], the authors consider a non-cooperative $2 \times 2$ system with constant coefficients. Before studying the system they consider one equation and establish a precise estimate of the validity interval for the antimaximum principle. We recall this result that we use later.

### 2.1 A precise Antimaximum for the equation [14]

Let $\Omega$ be a smooth bounded domain in $\mathbb{R}^{N}$. Consider the following Dirichlet boundary value problem

$$
\begin{equation*}
-\Delta z=\sigma z+h \text { in } \Omega, \quad z=0 \text { on } \partial \Omega \tag{2.1}
\end{equation*}
$$

where $\sigma$ is a real parameter.
The associated eigenvalue problem is

$$
\begin{equation*}
-\Delta \phi=\lambda \phi \text { in } \Omega, \quad \phi=0 \text { on } \partial \Omega \tag{2.2}
\end{equation*}
$$

As usual, denote by $0<\lambda_{1}<\lambda_{2} \leq \ldots$ the eigenvalues of the Dirichlet Laplacian defined on $\Omega$ and by $\phi_{k}$ a set of orthonormal associated eigenfunctions, with $\phi_{1}>0$.

Hypothesis 1 Assume $h \in L^{q}, q>N$ if $N \geq 2$ and $q=2$ if $N=1$.

Hypothesis 2 Assume $h^{1}:=\int h \phi_{1}>0$.

Writing

$$
\begin{equation*}
h=h^{1} \phi_{1}+h^{\perp} \tag{2.3}
\end{equation*}
$$

where $\int_{\Omega} h^{\perp} \phi_{1}=0$ one has:
Lemma 2.1 [14] We assume $\lambda_{1}<\sigma \leq \Lambda<\lambda_{2}$ and $h \in L^{q}, q>N \geq 2$. We suppose that there exists a constant $C_{1}$ depending only on $\Omega, q$, and $\Lambda$ such that $z$ satisfying (2.1) is such that

$$
\begin{equation*}
\|z\|_{L^{2}} \leq C_{1}\|h\|_{L^{2}} \tag{2.4}
\end{equation*}
$$

Then there exist constants $C_{2}$ and $C_{3}$, depending only on $\Omega, q$ and $\Lambda$ such that

$$
\begin{equation*}
\|z\|_{\mathcal{C}^{1}} \leq C_{2}\|h\|_{L^{q}} \text { and }\|z\|_{L^{q}} \leq C_{3}\|h\|_{L^{q}} . \tag{2.5}
\end{equation*}
$$

Remark 2.1 The same result holds for $\Lambda<\sigma<\lambda_{1}$ where $\Lambda$ is any given constant $<\lambda_{1}$, with the same proof.

Remark 2.2 Inequality (2.4) cannot hold, for all $\lambda_{1}<\sigma \leq \Lambda$, unless $h$ is orthogonal to $\phi_{1}$.
Theorem 1 [14]: Assume Hypotheses 1 and 2; fix $\Lambda$ such that $\lambda_{1}<\sigma \leq \Lambda<\lambda_{2}$. There exists a constant $K$ depending only on $\Omega, \Lambda$ and $q$ such that, for $\lambda_{1}<\sigma<\lambda_{1}+\delta(h)$ with

$$
\begin{equation*}
\delta(h)=\frac{K h^{1}}{\left\|h^{\perp}\right\|_{L^{q}}}, \tag{2.6}
\end{equation*}
$$

the solution $z$ to (2.1) satisfies the antimaximum principle, that is

$$
\begin{equation*}
z<0 \text { in } \Omega ; \quad \partial z / \partial \nu>0 \text { on } \partial \Omega \tag{2.7}
\end{equation*}
$$

where $\partial / \partial \nu$ denotes the outward normal derivative.

### 2.2 Other remarks for one equation

Consider again Equation (2.1). For $\sigma \neq \lambda_{k}, z$ solution to (2.1) is

$$
\begin{equation*}
z=z^{1} \phi_{1}+z^{\perp}=\frac{h^{1}}{\lambda_{1}-\sigma} \phi_{1}+z^{\perp} \tag{2.8}
\end{equation*}
$$

with $z^{\perp}$ satisfying

$$
\begin{equation*}
-\Delta z^{\perp}=\sigma z^{\perp}+h^{\perp} \text { in } \Omega ; \quad z^{\perp}=0 \text { on } \partial \Omega . \tag{2.9}
\end{equation*}
$$

In the next section, our proofs will use the following result.

Lemma 2.2 We assume Hypothesis 1 and $\sigma<\lambda_{1}$. Then $z^{\perp}$ (and its first derivatives) is bounded: There exits a positive constant $C_{0}$, independent of $\sigma$ such that

$$
\begin{equation*}
\left\|z^{\perp}\right\|_{\mathcal{C}^{1}} \leq C_{0}\|h\|_{L^{q}} \tag{2.10}
\end{equation*}
$$

Moreover, if $\sigma<\Lambda<\lambda_{1}$, where $\Lambda$ is some given constant $<\lambda_{1}, z$ is bounded and there exits a positive constant $C_{0}^{\prime}$, independent of $\sigma$ such that

$$
\begin{equation*}
\|z\|_{\mathcal{C}^{1}} \leq C_{0}^{\prime}\|h\|_{L^{q}} \tag{2.11}
\end{equation*}
$$

Proof: This is a simple consequence of the variational characterization of $\lambda_{2}$ :

$$
\lambda_{2} \int_{\Omega}\left|z^{\perp}\right|^{2} \leq \int_{\Omega}\left|\nabla z^{\perp}\right|^{2}=\sigma \int_{\Omega}\left|z^{\perp}\right|^{2}+\int_{\Omega} z^{\perp} h^{\perp} \leq \lambda_{1} \int_{\Omega}\left|z^{\perp}\right|^{2}+\int_{\Omega} z^{\perp} h^{\perp}
$$

By Cauchy-Schwarz we deduce

$$
\begin{equation*}
\left\|z^{\perp}\right\|_{L^{2}} \leq \frac{1}{\lambda_{2}-\lambda_{1}}\left\|h^{\perp}\right\|_{L^{2}} \tag{2.12}
\end{equation*}
$$

This does not depend on $\sigma<\lambda_{1}$.
Then one can deduce (2.10), that is $z^{\perp}$ (and its derivatives) is bounded. This can be found e.g. in [6] (for $\sigma<\lambda_{1}$ and $\lambda_{1}-\sigma$ small enough) or it can be derived exactly as in [14] (where the case $\sigma>\lambda_{1}$ and $\sigma-\lambda_{1}$ small enough is considered).

Finally we write $z=z_{1} \phi_{1}+z^{\perp}$ and deduce (2.11).
Remark 2.3 Note that in (2.8), since $h^{1}>0, \frac{h^{1}}{\lambda_{1}-\sigma} \rightarrow+\infty$ as $\sigma \rightarrow \lambda_{1}, \sigma<\lambda_{1}$.

## 3 Results for a $n \times n$ system:

We consider now a $n \times n$ (eventually non-cooperative) system defined on $\Omega$ a smooth bounded domain in $\mathbb{R}^{N}$ :

$$
\begin{equation*}
-\Delta U=A U+\mu U+F \text { in } \Omega, U=0 \text { on } \partial \Omega \tag{S}
\end{equation*}
$$

where $F$ is a column vector with components $f_{i}, 1 \leq i \leq n$. Matrix $A$ is not necessarily cooperative, that means that its terms outside the diagonal are not necessarily positive. First we introduce some notations concerning matrices. Then, with these notations we can state our results and prove them.

### 3.1 The matrix of the system and and the eigenvalues

Hypothesis $3 \quad A$ is a $n \times n$ matrix which has constant coefficients and has only real eigenvalues. Moreover, the largest one which is denoted by $\xi_{1}$ is positive and algebrically and geometrically simple. The associated eigenvectors $X_{1}$ has only non zero components.

Of course some of the other eigenvalues can be equal. Therefore we write them in decreasing order

$$
\begin{equation*}
\xi_{1}>\xi_{2} \geq \ldots \geq \xi_{n} \tag{3.13}
\end{equation*}
$$

The eigenvalues of $A=\left(a_{i j}\right)_{1 \leq i, j \leq n}$, denoted , $\xi_{1}, \xi_{2}, \ldots, \xi_{n}$, are the roots of the associated characteristic polynomial

$$
\begin{equation*}
p_{A}(\xi)=\operatorname{det}\left(\xi I_{n}-A\right)=\prod\left(\xi-\xi_{k}\right), \tag{3.14}
\end{equation*}
$$

where $I_{n}$ is the $n \times n$ identity matrix.
Remark 3.1 By above, $\xi>\xi_{1} \Rightarrow p_{A}(\xi)>0$.
Denote by $X_{1} \ldots X_{n}$ the eigenvectors associated respectively to eigenvalue $\xi_{1}, \ldots, \xi_{n}$.
Jordan decomposition Matrix A can be expressed as $A=P J P^{-1}$, where $P=\left(p_{i j}\right)$ is the change of basis matrix of $A$ and $J$ is the Jordan canonical form (lower triangular matrix) associated with $A$. The diagonal entries of $J$ are the ordered eigenvalues of $A$ and $p_{A}(\xi)=p_{J}(\xi)$.

Notation : In the following, set

$$
\begin{equation*}
U=P \tilde{U} \Leftrightarrow \tilde{U}=P^{-1} U, F=P \widetilde{F} \Leftrightarrow \tilde{F}=P^{-1} F . \tag{3.15}
\end{equation*}
$$

Here $\widetilde{U}$ and $\widetilde{F}$ are column vectors with components $\widetilde{u}_{i}$ and $\widetilde{f}_{i}$.
Eigenvalues of the system: $\quad \mu$ is an eigenvalue of the system if there exists a non zero solution $U$ to

$$
\begin{equation*}
-\Delta U=A U+\mu U \text { in } \Omega, U=0 \text { on } \partial \Omega . \tag{0}
\end{equation*}
$$

We also say that $\mu$ is a "principal eigenvalue" of System $(S)$ if it is an eigenvalue with components of the associated eigenvector which do not change sign. (Note that the components do not change sign but are not necessarily positive as claimed in [14]).

Then $\phi_{j} X_{k}$ is an eigenvector associated to eigenvalue

$$
\begin{equation*}
\mu_{j k}=\lambda_{j}-\xi_{k} . \tag{3.16}
\end{equation*}
$$

### 3.2 Results for $\left|\boldsymbol{\mu}-\mu_{11}\right| \rightarrow 0$

We study here the sign of the component of $U$ as $\mu \rightarrow \mu_{11}=\lambda_{1}-\xi_{1}$.
For this purpose we use the methods in [15] or [1] combined with [14]. Note that by (3.13), $\mu_{11}<\mu_{1 k}=\lambda_{1}-\xi_{k}$, for all $2 \leq k \leq n$.

Hypothesis $4 \quad F$ is with components $f_{i} \in L^{q}, q>N>2, q=2$ if $N=1,1 \leq i \leq n$; moreover we assume that the first component $\tilde{f}_{1}$ of $\tilde{F}=P^{-1} F$ is $\geq 0, \not \equiv 0$.
Theorem 2 Assume Hypothesis 3 and 4. Assume also $\mu<\mu_{11}$. Then, there exists $\delta>0$ independant of $\mu$, such that for $\mu_{11}-\delta<\mu<\mu_{11}$, the components $u_{i}$ of the solution $U$ have the sign of $p_{i 1}$ and the outside normal derivatives $\frac{\partial u_{i}}{\partial \nu}$ have the sign of $-p_{i 1}$.
Theorem 3 Assume Hypothesis 3 and 4 are satisfied; then, there exists $\delta>0$ independant of $\mu$ such that for $\mu_{11}<\mu<\mu_{11}+\delta$ the components $u_{i}$ of the solution $U$ have the sign of $-p_{i 1}$ and their outgoing normal derivatives have opposite sign.
Remark 3.2 The results of Theorems 2 and 3 are still valid if we assume only $\int_{\Omega} \tilde{f}_{1} \phi_{1}>0$ instead of $\tilde{f}_{1} \geq 0 \not \equiv 0$.

### 3.3 Proofs

We start with the proof of Theorem 2 where $\mu<\mu_{11}$; assume Hypotheses 3 and 4 .

### 3.3.1 Step 1: An equivalent system

We follow [15] or [1]. As above set $U=P \tilde{U}$ and $F=P \tilde{F}$.
Starting from

$$
-\Delta U=A U+\mu U+F
$$

multiplying by $P^{-1}$, we obtain

$$
-\Delta \tilde{U}=J \tilde{U}+\mu \tilde{U}+\tilde{F}
$$

Note that everywhere we have the homogeneous Dirichlet boundary conditions, but we do not write them for simplicity.
The Jordan matrix $J$ has $p$ Jordan blocks $J_{i}(1 \leq i \leq p \leq n)$ which are $k_{i} \times k_{i}$ matrices of the form

$$
J_{i}=\left(\begin{array}{cccc}
\xi_{i} & 0 & \cdots & 0 \\
1 & \xi_{i} & 0 & \cdots \\
\ddots & \ddots & \vdots & \\
0 & \cdots 1 & \xi_{i} & 0 \\
0 & \cdots & 1 & \xi_{i}
\end{array}\right)
$$

By Hypothesis 3, the first block is $1 \times 1: J_{1}=\left(\xi_{1}\right)$. Hence we obtain the first equation

$$
\begin{equation*}
-\Delta \widetilde{u_{1}}=\xi_{1} \widetilde{u_{1}}+\mu \widetilde{u_{1}}+\tilde{f}_{1} . \tag{3.17}
\end{equation*}
$$

Since $\tilde{f}_{1} \geq 0, \not \equiv 0, \xi_{1}+\mu<\lambda_{1}$ and by Hypothesis $4, \tilde{f}_{1} \in L^{2}$, we have the maximum principle and

$$
\begin{equation*}
\widetilde{u_{1}}>0 \text { on } \Omega .\left.\frac{\widetilde{u_{1}}}{\partial \nu}\right|_{\partial \Omega}<0 . \tag{3.18}
\end{equation*}
$$

Then we consider the second Jordan blocks $J_{2}$ which is a $k_{2} \times k_{2}$ matrix with first line

$$
\xi_{2}, 0,0, \ldots
$$

The first equation of this second block is

$$
-\Delta \tilde{u}_{2}=\xi_{2} \tilde{u}_{2}+\mu \tilde{u}_{2}+\tilde{f}_{2} .
$$

Since $\mu<\mu_{11}=\lambda_{1}-\xi_{1}<\lambda_{1}-\xi_{2} \leq \lambda_{1}-\xi_{k}, k \geq 2$. Hence, by Lemma 2.2, $\widetilde{u_{2}}$ stays bounded as $\mu \rightarrow \mu_{11}$. and this holds for all the $\widetilde{u}_{k}, k>1$. By induction $\widetilde{u_{k}}$ is bounded for all $k$.

### 3.3.2 Step 2: End of the proof of Theorem 2

Now we go back to the functions $u_{i}: U=P \tilde{U}=\left(u_{i}\right)$ implies that for each $u_{i}, 1 \leq i \leq n$, we have

$$
\begin{equation*}
u_{i}=p_{i 1} \widetilde{u_{1}}+\sum_{j=2}^{n} p_{i j} \widetilde{u_{j}} . \tag{3.19}
\end{equation*}
$$

The last term in (3.19) stays bounded according to Lemma 2.2; indeed $\sum_{j=2}^{n} p_{i j} \widetilde{u_{j}}$ is bounded by a constant which does not depend on $\mu$.
By Remark 2.3, $\widetilde{u_{1}} \rightarrow+\infty$ as $\mu \rightarrow \lambda_{1}-\xi_{1}$. Hence, each $u_{i}$ has the same sign than $p_{i 1}$ (the first coefficient of the $i-t h$ line in matrix $P$ which is also the $i$-th coefficient of the first eigenvector $X_{1}$ ) for $\lambda_{1}-\xi_{1}-\mu>0$ small enough. Analogously, $\frac{\partial u_{i}}{\partial \nu}$ behaves as $p_{i 1} \frac{\partial \tilde{u}_{i}}{\partial \nu}$ which has the sign of $-p_{i 1}$.
It is noticeable that only $\widetilde{u}_{1}$ plays a role!!

### 3.4 Proof of Theorem $3\left(\mu>\mu_{11}\right)$

Now $\mu_{11}<\mu<\mu_{11}+\epsilon$ where $\epsilon \leq \min \left\{\xi_{1}-\xi_{2}, \lambda_{2}-\lambda_{1}\right\}$ and $f_{i} \in L^{q}, q>N$. We proceed as above but deduce immediately that for $\mu-\mu_{11}$ small enough $\left(\mu-\mu_{11}<\delta_{1}:=\delta\left(\widetilde{f}_{1}\right)<\frac{K \widetilde{f}_{1}^{1}}{\left\|f_{1}^{\perp}\right\|_{L q}}\right)$ defined in [14], Theorem 1), $\widetilde{u}_{1}<0$ by the antimaximum principle. From now on choose

$$
\begin{equation*}
\mu-\mu_{11}<\delta, \text { with } \delta<\min \left\{\epsilon, \delta_{1}\right\} . \tag{3.20}
\end{equation*}
$$

For the other equations, by Lemma 2.1, $\widetilde{u}_{k}>0$ is bounded as above.
We consider now $U$. We notice that $F=P \widetilde{F}$ which can also be written $f_{i}=\sum_{k=1}^{n} p_{i k} \widetilde{f}_{k}$ implies $f_{i}^{\perp}=\sum_{k=1}^{n} p_{i k} \widetilde{f}_{k}^{\perp}$. With the same argument as above, the components $u_{i}$ of the solution $U$ have the sign of $-p_{i 1}$ for $\mu-\mu_{11}$ sufficiently small $\left(\mu-\mu_{11}<\delta\right)$. The normal derivatives of the $u_{i}$ are of opposite sign.

## 4 Annex: The $2 \times 2$ non-cooperative system

We apply now our results to the $2 \times 2$ system, considered in [14]. Consider the $2 \times 2$ non-cooperative system depending on a real parameter $\mu$

$$
\begin{equation*}
-\Delta U=A U+\mu U+F \text { in } \Omega, U=0 \text { on } \partial \Omega, \tag{S}
\end{equation*}
$$

which can also be written as

$$
\begin{gather*}
-\Delta u=a u+b v+\mu u+f \text { in } \Omega  \tag{1}\\
-\Delta v=c u+d v+\mu v+g \text { in } \Omega  \tag{2}\\
u=v=0 \text { on } \partial \Omega \tag{3}
\end{gather*}
$$

Hypothesis 5 Assume $b>0, c<0$, and $D:=(a-d)^{2}+4 b c>0$.

Here System $(S)$ has (at least) two principal eigenvalues $\mu_{1}^{-}$and $\mu_{1}^{+}$where

$$
\begin{equation*}
\mu_{1}^{-}:=\lambda_{1}-\xi_{1}<\mu_{1}^{+}:=\lambda_{1}-\xi_{2}, \tag{4.21}
\end{equation*}
$$

where $\xi_{1}$ and $\xi_{2}$. are the eigenvalues of Matrix $A$ and we choose $\xi_{1}>\xi_{2}$.
The main theorems in [14] are:
Theorem 4 ([14]) Assume Hypothesis 5, $\mu_{1}^{-}<\mu<\mu_{1}^{+}$and $d<a$. Assume also

$$
f \geq 0, g \geq 0, f, g \not \equiv 0, f, g \in L^{q}, q>N \text { if } N \geq 2 ; q=2 \text { if } N=1
$$

Then there exists $\delta>0$, independent of $\mu$, such that $\mu<\mu_{1}^{-}+\delta$ implies

$$
u<0, v>0 \text { in } \Omega ; \frac{\partial u}{\partial \nu}>0, \frac{\partial v}{\partial \nu}<0 \text { on } \partial \Omega .
$$

Theorem 5 ([14]) Assume Hypothesis 5, $\mu_{1}^{-}<\mu<\mu_{1}^{+}$and $a<d$. Assume also

$$
f \leq 0, g \geq 0, f, g \not \equiv 0, f, g \in L^{q}, q>N \text { if } N \geq 2 ; q=2 \text { if } N=1
$$

Then there exists $\delta>0$, independent of $\mu$, such that $i \mu<\mu_{1}^{-}+\delta$ implies

$$
u<0, v<0 \text { in } \Omega ; \frac{\partial u}{\partial \nu}>0, \frac{\partial v}{\partial \nu}>0 \text { on } \partial \Omega .
$$

Theorem 6 ([14]) Assume Hypothesis 5 and $a<d$. Assume also that the parameter $\mu$ satisfies: $\mu<\mu_{1}^{-}$, and

$$
f \geq 0, g \geq 0, f, g \not \equiv 0, f, g \in L^{2}
$$

Assume also $t^{*} g-f \geq 0, t^{*} g-f \not \equiv 0$ with

$$
t^{*}=\frac{d-a+\sqrt{D}}{-2 c}
$$

Then

$$
u>0, v>0 \text { in } \Omega ; \frac{\partial u}{\partial \nu}<0, \frac{\partial v}{\partial \nu}<0 \text { on } \partial \Omega \text {. }
$$

The matrix $A$ is

$$
A=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)
$$

with eigenvalues $\xi_{2}=\frac{a+d-\sqrt{D}}{2}<\xi_{1}=\frac{a+d+\sqrt{D}}{2}$ where $D=(a-d)^{2}+4 b c>0$. The eigenvectors are

$$
X_{k}=\binom{b}{\xi_{k}-a}, P=\left(\begin{array}{cc}
b & b \\
\xi_{1}-a & \xi_{2}-a
\end{array}\right)
$$

Note that the characteristic polynomial is $\mathcal{P}(s)=(a-s)(d-s)-b c$. Since $\mathcal{P}(a)=\mathcal{P}(d)=$ $-b c>0, a$ and $d$ are outside $\left[\xi_{2}, \xi_{1}\right]$.

For $d>a$ both $p_{i 1}>0$ and for $d<a p_{11}>0, p_{21}<0$.

$$
\begin{align*}
P^{-1} & =\frac{1}{b\left(\xi_{1}-\xi_{2}\right)}\left(\begin{array}{cc}
a-\xi_{2} & b \\
\xi_{1}-a & -b
\end{array}\right) . \\
\tilde{f}_{1} & =\frac{1}{b\left(\xi_{1}-\xi_{2}\right)}\left[\left(a-\xi_{2}\right) f+b g\right] . \tag{4.22}
\end{align*}
$$

In Theorem 2 of [14] $d<a, f, g \geq 0$ so that $\tilde{f}_{1}>0$ and $u$ has the sign of $-p_{11}=-b<0 ; v$ has the sign of $-p_{21}=a-\xi_{1}>0$.

In Theorem 3 of [14] $d>a, f \leq 0$ and $g \geq 0$ implies $\tilde{f}_{1}>0$. So that $u$ has the sign of $-p_{11}=-b<0 ; v$ has the sign of $-p_{12}=a-\xi_{2}<0$.
Finally the hypothesis $\tilde{f}_{1} \geq 0$ is sufficient for having the sign of the solutions and the maximum principle holds (all $u_{i}>0$ ) iff $p_{i 1}>0$.

Our results can conclude for other cases; e.g, as in Theorem 2, $d<a, f \geq 0$, but now $g<0$ with $\tilde{f}_{1}=\frac{1}{b\left(\xi_{1}-\xi_{2}\right)}\left[\left(a-\xi_{2}\right) f+b g\right]>0$.
Analogously, in Theorem 4, $f, g \geq 0$ and $\tilde{f}_{1}>0$ implies for having $u, v>0$ that necessarily $\xi_{2}-a>0$ so that $a<d$. But again we can conclude for the sign in other cases (e.g. $a>d$ ) if only $\tilde{f}_{1}>0$, ( which is precisely the added condition in Theorem 4).
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Harry Poppe

## Reference Stability for ODE

## 1 Introduction

We consider initial value problems for autonomous ODE, and we will study stability for these problems. The dignified definition of Ljapunow stability has two shortcomings. To overcome these difficulties we define the notion of reference stability. This notion has especially the advantage that we can characterize it topologically. We illustrate the procedere by simple examples.

## 2 Some simple but instructive examples

We consider the equations $\dot{x}= \pm x^{n}, n \geq 2, x\left(t_{0}\right)=x_{0}$. But these equations are autonomous and hence we let $t_{0}=0$.

These equations are of product type:

$$
\dot{x}=g(t) h(x)=x^{n} \quad\left(h(x)= \pm x^{n}\right) .
$$

Since $h(x)=0 \Longleftrightarrow \pm x^{n}=0 \Longleftrightarrow x=0: x \equiv 0$ is an equilibrium point of $\dot{x}= \pm x^{n}$, $x(0)=0$. We will show that the zero solutions of our equations always are unique.

Proposition 2.1 The zero solution of our equations always are unique.
Proof: We have $h(x)= \pm x^{n}$, it is enough to consider $h(x)=x^{n}$.
Now

$$
\begin{aligned}
& \int_{y}^{1} \frac{1}{h(s)} d s=\int_{y}^{1} s^{-n} d s=\left.\left(\frac{1}{1-n} s^{1-n}\right)\right|_{y} ^{1}=\frac{1}{1-n}\left(1-\frac{1}{y^{n-1}}\right) \Longrightarrow \\
& \left|\lim _{y \rightarrow 0}\left(\frac{1}{1-n}\right)\left(1-\frac{1}{y^{n-1}}\right)\right|=+\infty
\end{aligned}
$$

since $n \geq 2$. Thus by a well-known criterion (see [4]) $x \equiv 0$ is a unique solution.
(a) $\dot{x}=x^{n}$; for $x \neq 0, x_{0} \neq 0$ we find:

$$
\begin{align*}
& \int_{x_{0}}^{x} s^{-n} d s=\int_{0}^{t} 1 d s=t \\
& \frac{1}{1-n}\left(\left.s^{1-u}\right|_{x_{0}} ^{x}\right)=t \\
& x^{1-u}-x_{0}^{1-u}=(1-n) t \\
& x^{1-n}=x_{0}^{1-n}+(1-n) t \tag{2.1}
\end{align*}
$$

(b) $\dot{x}=-x^{n}$; we get

$$
\begin{align*}
& x^{1-n}=x_{0}^{1-n}+(1-n)(-t) \\
& x^{1-n}=x_{0}^{1-u}+(n-1) t \tag{2.2}
\end{align*}
$$

Example 2.2 (a) $n=3: \dot{x}=x^{3}, x(0)=x_{0}$ :
$x^{1-3}=x^{-2}=x_{0}^{-2}-2 t=\frac{1}{x_{0}^{2}}-2 t=\frac{1-2 x_{0}^{2} t}{x_{0}^{2}} \Longrightarrow|x|=\frac{\left|x_{0}\right|}{\sqrt{1-2 x_{0}^{2} t}}$. We know that $x_{0} \neq 0$ holds and hence $x$ is defined on $\left(-\infty, \frac{1}{2 x_{0}^{2}}\right)$.
We have two cases:

1. $x_{0}>0$, then by continuity and since $\dot{x}=x$ is autonomous: $\forall t \in\left(-\infty, \frac{1}{2 x_{0}^{2}}\right)$ : $x(t)>0$, thus $|x|=x=\frac{x_{0}}{\sqrt{1-2 x_{0}^{2} t}}$.
2. $x_{0}<0$, by the same argument: $\forall t \in\left(-\infty, \frac{1}{1 x_{0}^{2}}\right)$ :

$$
|x(t)|=-x(t)=\frac{-x_{0}}{\sqrt{1-2 x_{0}^{2} t}} \Longrightarrow x=x(t)=\frac{x_{0}}{\sqrt{1-2 x_{0}^{2} t}},
$$

and here $x_{0}<0 \Longrightarrow x(t)<0 \forall t$.
Remarks 2.3 (a) Result concerning stability: $0: \forall t \in[0,+\infty): 0(t)=0$ is defined on $[0,+\infty)$, but no other solution is defined on this interval.
(b) The sets of possible initial values of this equation are:

$$
(0,+\infty), \quad(-\infty, 0)
$$

(c) $\frac{1}{2 x_{0}^{2}}, x_{0} \neq 0$ is a pole:

$$
\lim _{t \rightarrow\left(\frac{1}{2 x_{0}^{2}}\right)}-\frac{x_{0}}{\sqrt{1-2 x_{0}^{2} t}}=\left\{\begin{array}{l}
+\infty, x_{0}>0 \\
-\infty, x_{0}<0
\end{array}\right.
$$

Example 2.4 (b) $n=3, \dot{x}=-x^{3}, x(0)=x_{0}, x_{0} \neq 0$. By (2.2) holds:

$$
\begin{aligned}
x^{1-n} & =x_{0}^{1-n}+(n-1) t ; n=3 \Longrightarrow x^{-2}=x_{0}^{-2}+2 t, \\
x^{-2} & =\frac{1+2 x_{0}^{2} t}{x_{0}^{2}} \Longrightarrow|x|=\frac{\left|x_{0}\right|}{\sqrt{1+2 x_{0}^{2} t}}
\end{aligned}
$$

and $\forall x_{0}, x_{0} \neq 0: \forall t \in[0,+\infty): 1+2 x_{0}^{2} t>0$.
As above we get again

$$
\begin{aligned}
& x_{0}>0 \Longrightarrow x=\frac{x_{0}}{\sqrt{1+2 x_{0}^{2} t}}>0 \\
& x_{0}<0 \Longrightarrow x=\frac{x_{0}}{\sqrt{1+2 x_{0}^{2} t}}<0
\end{aligned}
$$

Remarks 2.5 1. Result concerning stability: $x \equiv 0$ is defined on $[0,+\infty)$ and all other solutions too.
2. The set of all possible initial values of this equation is $(-\infty, 0) \cup(0,+\infty)$.

More precisely we have

$$
1+2 x_{0}^{2} t>0 \Longleftrightarrow-\frac{1}{2 x_{0}^{2}}<t, \text { and }-\frac{1}{2 x_{0}^{2}}<0
$$

Remark 2.6 More example of ODE we consider to illustrate definitions or to apply the results of propositions.

## 3 Ljapunow - Stability

We consider an autonomous system of ordinary differential equations:

$$
\begin{equation*}
\dot{x}=f(x), f: G \rightarrow \mathbb{R}^{n}, \tag{3.1}
\end{equation*}
$$

$G \subseteq \mathbb{R}^{n}$ is open and $f$ is continuous. Let $t_{0} \in \mathbb{R}, 0 \leq t_{0}$ and let $x$ be a solution, $x\left(t_{0}\right)=x_{0} \in$ $\mathbb{R}^{n}$ defined (at least) on $\left[t_{0},+\infty\right)$.

We want to formulate that $x$ is Ljapunow-stable in a precise way. But this is only possible, if we use the following definition:

Definition $3.1 x$ is called Ljapunow-stable (L-stable) iff $\forall \varepsilon>0 \exists \delta>0, \delta=\delta(\varepsilon)$, $0<\delta \leq \varepsilon: \forall y$, where $y$ solves the initial value problem $\dot{y}=f(y), y\left(t_{0}\right)=y_{0} \in G$ (on some intervall of $\mathbb{R}$ ):

$$
\left\|y_{0}-x_{0}\right\|<\delta \Longrightarrow\left(y \text { is defined on }\left[t_{0},+\infty\right) \text { and } \forall t \geq t_{0}:\|y(t)-x(t)\|<\varepsilon\right) .
$$

Remarks 3.2 1. The very definition of Ljapunow stability is in some sense unclear: several authors use definition 3.1, see for instance [1], [3], [4].

Other do not mention at all the domain of the (reference) solutions $y$ in definition 3.1, see for instance [5], [6], [7].
2. Definition 3.1 has two serious shortcomings.

First shortcoming.
The two statements of the conclusion of the implication:
$y$ is defined on $\left[t_{0},+\infty\right), \forall t \geq t_{0}:\|y(t)-x(t)\|<\varepsilon$ are not independent:
by the Ljapunow definition of stability we find a family of implications: $\forall \varepsilon>0 \exists \delta=\delta(\varepsilon)$ : $\left\|y\left(t_{0}\right)-x\left(t_{0}\right)\right\|<\delta \Longrightarrow\left(y\right.$ exists on $\left[t_{0},+\infty\right)$ and $\left.\forall t \geq t_{0}:\|y(t)-x(t)\|<\varepsilon\right)$. This family depends on $\varepsilon$ (and the associated $\delta(\varepsilon)$ ). Now we fix $\varepsilon=\bar{\varepsilon}>0$ and we find $\delta=\delta(\bar{\varepsilon})$; indeed we now have one single implication: $\left\|y\left(t_{0}\right)-x\left(t_{0}\right)\right\|<\delta(\bar{\varepsilon}) \Longrightarrow\left(y\right.$ is defined on $\left[t_{0},+\infty\right)$ and $\left.\forall t \geq t_{0}:\|y(t)-x(t)\|<\bar{\varepsilon}\right)$, in short: $A \Longrightarrow(B \wedge C)$.

But this implications is equivalent to

$$
\begin{aligned}
& \neg(B \wedge C) \Longrightarrow \neg A, \text { or } \\
& \neg B \vee \neg C \Longrightarrow \neg A .
\end{aligned}
$$

Now, if $\neg B$ is true, then there exists $t_{1} \in\left(t_{0},+\infty\right)$ such that $y$ is not defined in $t_{1}: y\left(t_{1}\right)$ does not exist.

If $\neg C$ is false, that is $C$ is true, we have:

$$
\forall t \geq t_{0}:\|y(t)-x(t)\|<\bar{\varepsilon},
$$

which means $\|y(t)-x(t)\|$ is a (positive) real number and the assertion is: each of these numbers is smaller than $\bar{\varepsilon}$.

But here we find an error:

$$
\left\|y\left(t_{1}\right)-x\left(t_{1}\right)\right\|
$$

is no number, but a senseless symbol.
This senseless symbol also can occur if $\neg C$ is true. Then we find $t_{2} \in(0,+\infty)$ :

$$
\left\|y\left(t_{2}\right)-x\left(t_{2}\right)\right\| \geq \bar{\varepsilon}
$$

and either $\left\|y\left(t_{2}\right)-x\left(t_{2}\right)\right\| \in \mathbb{R}$ or $\left\|y\left(t_{2}\right)-x\left(t_{2}\right)\right\|$ is a senseless symbol.

## Second shortcoming.

If we have found a set of (explizite) solutions $y$, then we can often by the Ljapunow definition of stability easily, without starting to prove that $x$ is stable or unstable, decide that the solution $x$ is not stable. This we can conclude from the following proposition and its corollary.

Proposition 3.3 We consider the initial value problem (3.1) and let $x:\left[t_{0},+\infty\right) \rightarrow \mathbb{R}^{n}$ be a solution. If $y$ is another solution $y:(a, b) \rightarrow \mathbb{R}^{n}, t_{0} \in(a, b)$, we denote by $D(y)$ the domain $(a, b)$ of $y$. Now we assume that there exists a sequence $\left(y_{n}\right)_{n \in \mathbb{N}}$ of solutions s.th. $y_{n}\left(t_{0}\right) \rightarrow x\left(t_{0}\right)$ and $\forall n \in \mathbb{N}:\left[t_{0},+\infty\right) \nsubseteq D\left(y_{n}\right)$. Then $x$ is not stable.

Proof: We assume that $x$ is stable: for $\varepsilon_{0}=1 \exists \delta \in \mathbb{R}, 0<\delta \leq 1: \forall y:\left\|y\left(t_{0}\right)-x\left(t_{0}\right)\right\|<$ $\delta \Longrightarrow y$ is defined on $\left[t_{0},+\infty\right)$ and $\forall t \geq t_{0}:\|y(t)-x(t)\|<1 ; \exists n_{1} \in \mathbb{N}: y_{n_{1}}\left(t_{0}\right) \in U_{\delta}\left(x\left(t_{0}\right)\right)$ and hence $\left\|y_{n_{1}}\left(t_{0}\right)-x\left(t_{0}\right)\right\|<\delta$. Thus $y_{n_{1}}$ is defined on $\left[t_{0},+\infty\right)$, yielding a constradiction since $\left[t_{0},+\infty\right) \nsubseteq D\left(y_{n_{1}}\right)$. Hence $x$ is not stable.
Corollary 3.4 Let $S_{0}$ be the set of all solutions of $\dot{y}=f(y), y\left(t_{0}\right)=y_{0} \in G$ which are not defined entirely on $\left(t_{0},+\infty\right)$, hence $x \notin S_{0}$. Let $S_{0}$ be infinite and let $x\left(t_{0}\right)$ be a cluster point of $\left\{y\left(t_{0}\right) \mid y \in S_{0}\right\}$.

Then $x$ is not stable.
Example 3.5 We come back to example 2.2:

$$
\dot{x}=x^{3}, x(0)=x_{0} \in \mathbb{R} ;
$$

$S_{0}$ consists of all nontrivial solutions of the initial value problem and hence $\left\{y(0) \mid y \in S_{0}\right\}=$ $(-\infty, 0) \cup(0,+\infty)$. Thus we can apply the corollary and since $x(0)=0$ is a cluster point of $\left\{y(0) \mid y \in S_{0}\right\}$ we find that $x$ is unstable.

But since we have no solution which we can compare with the zero function $x$ on $[0,+\infty)$, the assertion " $x$ is unstable" makes no sence.

## 4 The Reference-Stability

There exists a consequent and simple way out from the difficulties of the Ljapunow stability definition: we consider only the set of all solutions of the initial value problem which are defined (at least) on $\left[t_{0},+\infty\right)$.

Definition 4.1 Let $x$ be defined on $\left[t_{0},+\infty\right)$ and $x$ is solution of the initial value problem (3.1)

$$
R=R(x)=\left\{y \mid y:\left[t_{0},+\infty\right) \rightarrow \mathbb{R}^{n}, \dot{y}=f(y), y\left(t_{0}\right)=y_{0} \in \mathbb{G} \text { and } y \neq x\right\}
$$

$R(x)$ is called the set of reference solutions of the solution $x$. Of course, instead of $y$ : $\left[t_{0},+\infty\right) \rightarrow \mathbb{R}^{n}$ we can use: $\left[t_{0},+\infty\right) \subseteq D(y)$.

Example 4.2 Let be $\dot{y}=f(y)=y, t_{0}=0, x: \forall t \geq 0: x(t)=0$, the zero solution: $x(0)=0$. Then $R(x)=R(0)=\left\{y=y_{0} e^{t} \mid y_{0} \in \mathbb{R} \backslash\{0\}\right\}$ is the set of reference solutions of $x \equiv 0$.

Example 4.3 We consider example 2.4: $\dot{x}=-x^{3}, x(0)=x_{0} \in \mathbb{R}$; then for the zero solution $x \equiv 0, x(0)=0$, we find on

$$
[0,+\infty): R(x)=R(0)=\left\{\left.x=\frac{x_{0}}{\sqrt{1+2 x_{0}^{2} t}} \right\rvert\, x_{0} \in \mathbb{R} \backslash\{0\}\right\}
$$

Definition 4.4 We consider the initial value problem (3.1) and the solution $x:\left[t_{0},+\infty\right) \rightarrow \mathbb{R}^{n}$ is to be investigated on stability; let $R(x)$ be the set of reference solutions of $x$; we assume: $R(x) \neq \emptyset$. $x$ is called reference stable, $R$-stable, iff $\forall \varepsilon>0 \exists \delta=\delta(\varepsilon)$, $0<\delta \leq \varepsilon: \forall y \in R(x):$

$$
\left\|y\left(t_{0}\right)-x\left(t_{0}\right)\right\|<\delta \Longrightarrow \forall t \geq t_{0}:\|y(t)-x(t)\|<\varepsilon
$$

Remarks 4.5 1. We emphasize insistently what was assumed in the definition: within reference stability we always assume $R(x) \neq \emptyset$. If $R(x)=\emptyset$ holds, we simply say that we have no stability problem. As an example for this situation we look at example 2.2: $\dot{x}=x^{3}, x(0)=0$ : here we have $R(x)=R(0)=\emptyset$.
2. As usual we still define: $x$ is called to be asymptotically reference stable iff $x$ is reference stable and $\exists \delta>0: \forall y \in R(x)$

$$
\left\|y\left(t_{0}\right)-x\left(t_{0}\right)\right\|<\delta \Longrightarrow \lim _{t \rightarrow+\infty}\|y(t)-x(t)\|=0
$$

## 5 Topological characterization of the notion of reference stability

If $x_{0}$ is an equilibrium point of (3.1), then in [3] is defined: $x_{0}$ is called stable.iff for each neighborhood $V=V\left(x_{0}\right)$ there exists a neighborhood $U=U\left(x_{0}\right), U \subseteq V$ and $U \subseteq G$ such that: for each solution $y$ of (3.1), $y\left(t_{0}\right)=y_{0}: y_{0} \in U \Longrightarrow y$ is defined on $\left[t_{0},+\infty\right)$ and $y\left(\left[t_{0},+\infty\right)\right) \subseteq V$.

In [8] the author considers only unique solutions and thus he can assign to each initial value $y\left(t_{0}\right)$ the solution $y, y\left(t_{0}\right) \rightarrow y$ and he assums that all $y$ belong to the Banachspace $C_{b}\left(\left[t_{0},+\infty\right), \mathbb{R}^{n}\right)$ of all bounded continuous functions on $\left[t_{0},+\infty\right)$ equipped with the supnorm. Now he remarks that stability of a solution $x$ is equivalent to the continuity of the map $y\left(t_{0}\right) \rightarrow y$ at the point $x\left(t_{0}\right)$. (See remark on page 137 of [8]). But the author has no precise domain of his map and the bounded continuous functions are not enough, since one wants for instance to consider instability too.

Best suited for topological characterization of stability is the notion of reference stability (see section 4).

Before we study such characterizations we will provide some facts from elementary general topology.

For topological spaces the notion of a neighborhood is important. Often a topology on a set is defined by open sets. But we also can start with neighborhoods. For a proof of the following propositions see [2], [9].

Proposition 5.1 Let $X$ be a set and for each $x \in X$ there exists a nonempty family $\underline{B}(x)$ of such subsets of $X$ s.th. $B=(\underline{B}(x))_{x \in X}$ has the properties:
(a) $B \in \underline{B}(x) \Longrightarrow x \in B$
(b) $B_{1}, B_{2} \in \underline{B}(x) \exists B_{3} \in \underline{B}(x): B_{3} \subseteq B_{1} \cap B_{2}$
(c) $\forall V \in \underline{B}(x) \exists B \in \underline{B}(x) \forall y \in B \exists W \in \underline{B}(y): W \subseteq V$
$G \subseteq X$ is called open iff

$$
\forall x \in G \exists B \in \underline{B}(x): B \subseteq G .
$$

Then $\tau=\{G \subseteq X \mid G$ open $\}$ is a topology on $X$ and $\tau$ is uniquely determined by the system $B=(\underline{B}(x))_{x \in X}$.
Moreover $\forall x \in X: \underline{B}(x)$ is a base of the $\tau$-neighborhoodsystem $\underline{U}(x)$.
Hence we say that the base system $B$ generates the topology $\tau$.
Corollary 5.2 Let be $\tau_{1}, \tau_{2}$ topologies on $X$ which are generated by the base neighborhood systems $\left(\underline{B}^{1}(x)\right)_{x \in X},\left(\underline{B}^{2}(x)\right)_{x \in X}$.

If holds: $\forall x \in X \forall B_{1} \in \underline{B}^{1}(x) \exists B_{2} \in \underline{B}^{2}(x): B_{2} \subseteq B_{1}$ then we find: $\tau_{1} \subseteq \tau_{2}$.
Proof: $\forall G \in \tau_{1}$, hence $G$ is open w.r.t. $\tau_{1}$ and we want to show that $G$ is $\tau_{2}$-open too: $\forall z \in G: G \in \tau_{1} \Longrightarrow \exists B_{1} \in \underline{B}^{1}(z): z \in B_{1} \subseteq G$; by assumption there exists $B_{2} \in \underline{B}^{2}(z)$ s. th. $B_{2}(z) \subseteq B_{1}(z) \Longrightarrow z \in B_{2} \subseteq G$ and hence $G$ is open w. r.t, $\tau_{2}: G \in \tau_{2}$.

Now we are looking for suitable topologies on $C\left(\left[t_{0},+\infty\right), \mathbb{R}^{n}\right) ;\left[t_{0},+\infty\right)$ (with Euclidian topology) is a locally compact Hausdorff space. Thus the compact-open topology for $C\left(\left[t_{0},+\infty\right), \mathbb{R}^{u}\right)$ has many open sets. But for applications to characterize stability we need "uniform topologies".
Remark 5.3 Algebraic operations in $C\left(\left[t_{0},+\infty\right), \mathbb{R}^{n}\right)$ and in $C\left(\left[t_{0},+\infty\right), \mathbb{R}\right)$ we can define pointwise; we consider these spaces as vector spaces over $\mathbb{R}$.

Definition 5.4 Let $M \subseteq C\left(\left[t_{0},+\infty\right), \mathbb{R}\right), M \neq 0$ and all functions from $M$ are positive: $\forall(\alpha, t) \in M \times\left[t_{0},+\infty\right): \alpha(t)>0$; now for $f \in C\left(\left[t_{0},+\infty\right), \mathbb{R}^{u}\right)$ we define $\alpha$-neighborhoods of $f: B_{\alpha}(f)=\left\{g \in C\left(\left[t_{0},+\infty\right), \mathbb{R}^{u}\right) \mid \forall t \in\left[t_{0},+\infty\right):\|g(t)-f(t)\|<\alpha(t)\right\}$.

Which properties $M$ must have such that $B=\left(B_{\alpha}(f)\right)_{(\alpha, f) \in M \times C\left(\left[t_{0},+\infty\right), \mathbb{R}^{n}\right)}$ is a base neighborhood system (see proposition 5.1).

Proposition 5.5 We assume that holds:
(1) $\alpha \in M \Longrightarrow \frac{1}{2} \alpha \in M$
(2) $\alpha, \beta \in M \Longrightarrow \min \{\alpha, \beta\} \in M$.

Then $B$ is a base neighborhood system.
Proof: At first we remark that $\frac{1}{2} \alpha, \min \{\alpha, \beta\}$ are positive continuous functions. We will show that $B$ fulfills the base neighborhood systems axioms (a), (b), (c) of proposition 5.1.
(a) $\forall(\alpha, f): f \in B_{\alpha}(f)$, since $\forall t \in\left[t_{0},+\infty\right)$ :

$$
\|(f(t)-f(t) \|=0<\alpha(t)
$$

(b) $\forall f \in C\left(\left[t_{0},+\infty\right), \mathbb{R}^{n}\right)$
$\forall \alpha_{1}, \alpha_{2} \in M:$ let $\beta=\min \left\{\alpha_{1}, \alpha_{2}\right\}$, then $B_{\beta}(f) \subseteq B_{\alpha_{1}}(f) \cap B_{\alpha_{2}}(f)$, since

$$
\forall t \geq t_{0}: \min \left\{\alpha_{1}(t), \alpha_{2}(t)\right\} \leq \alpha_{1}(t), \min \left\{\alpha_{1}(t), \alpha_{2}(t)\right\} \leq \alpha_{2}(t)
$$

(c) $\forall B_{\alpha}(f) \in\left(B_{\beta}(f)\right)_{\beta \in M}: \alpha \in M \Longrightarrow \frac{1}{2} \alpha \in M \Longrightarrow B_{\frac{\alpha}{2}}(f) \in\left(B_{\beta}(f)\right)_{\beta \in M} ; \forall g \in B_{\frac{\alpha}{2}}(f)$ : we will show that $B_{\frac{\alpha}{2}}(g) \subseteq B_{\frac{\alpha}{2}}(f)$ holds: $\forall(h, t) \in B_{\frac{\alpha}{2}}(g) \times\left[t_{0},+\infty\right)$ :

$$
\begin{aligned}
\|h(t)-f(t)\| & =\|h(t)-g(t)+g(t)-f(t)\| \leq\|h(t)-g(t)\|+\|g(t)-f(t)\| \\
& <\frac{1}{2} \alpha(t)+\frac{1}{2} \alpha(t)=\alpha(t)
\end{aligned}
$$

hence $h \in B_{\alpha}(f)$.
Remark 5.6 If $M$ fulfills (1), (2) then the $\alpha$-base neighborhood system generates an unique topology $\tau=\tau_{M}$ for $C\left(\left[t_{0},+\infty\right), \mathbb{R}^{u}\right)$.

Lemma 5.7 $M_{1}, M_{2} \subseteq C([0,+\infty), \mathbb{R}), M_{1}, M_{2}$ generate the topologies $\tau_{1}, \tau_{2}$ respectively. Then holds:

$$
M_{1} \subseteq M_{2} \Longrightarrow \tau_{1} \subseteq \tau_{2}
$$

Proof: We show that the identity map id: $\left(C\left([t,+\infty), \mathbb{R}^{u}\right), \tau_{2}\right) \rightarrow\left(C\left(\left[t_{0},+\infty\right), \mathbb{R}^{u}\right), \tau_{1}\right)$ is continuous: let $G \in \tau_{1}$ be open $\Longrightarrow \operatorname{id}^{-1}(G)=G ; G \in \tau_{1} \Longrightarrow \forall h \in G \exists \alpha \in M_{1}: B(h)=$ $\left\{g \in C\left(\left[t_{0},+\infty\right), \mathbb{R}^{n}\right) \mid \forall t \geq t_{0}:\|g(t)-h(t)\|<\alpha(t)\right\} \subseteq G$. But $\alpha \in M_{1} \Longrightarrow \alpha \in M 2$ and hence $G \in \tau_{2}$.

Definition 5.8 Now we consider examples of the generating set $M \subseteq C\left(\left[t_{0},+\infty\right), \mathbb{R}\right)$ and the corresponding topologies:

1. By $\varepsilon$ we mean now the constant function:

$$
\varepsilon: \forall t \in\left[t_{0},+\infty\right): \varepsilon(t)=\varepsilon, M_{\varepsilon}=\{\varepsilon \mid \varepsilon>0\}
$$

Of course:

$$
\varepsilon>0 \Longrightarrow \frac{1}{2} \varepsilon>0 ; \varepsilon_{1}, \varepsilon_{2} \in M_{\varepsilon} \Longrightarrow \min \left\{\varepsilon_{1}, \varepsilon_{2}\right\} \in M_{\varepsilon}
$$

As is well known, $B=\left(B_{\varepsilon}(f)\right)_{(\varepsilon, f) \in M_{\varepsilon} \times C\left(\left[t_{0},+\infty\right), \mathbb{R}^{n}\right)}$ generates the uniform topology $\tau_{u}$ on $C\left(\left[t_{0},+\infty\right), \mathbb{R}^{n}\right)$
2. We consider a subset of $M_{\varepsilon}: \forall n \in \mathbb{N}, n \geq 1: \varepsilon_{n}=\frac{1}{n}$ : the constant functions now have the value $\frac{1}{n} ; M_{\left(\frac{1}{n}\right)}=\left\{\left.\frac{1}{n} \right\rvert\, n \in \mathbb{N}, n \geq 1\right\} . M_{\left(\frac{1}{n}\right)}$ generates a topology:

$$
\begin{equation*}
\frac{1}{n} \in M_{\left(\frac{1}{n}\right)} \Longrightarrow \frac{1}{2} \frac{1}{n}=\frac{1}{2 n} \in M_{\left(\frac{1}{n}\right)}, \quad \min \left\{\frac{1}{n}, \frac{1}{m}\right\} \in M_{\left(\frac{1}{n}\right)} \tag{5.1}
\end{equation*}
$$

3. $M_{c}$, the symbol $c$, means: converging to zero; $M_{c}=\left\{\alpha \in M \mid \lim _{t \rightarrow+\infty} \alpha(t)=0\right\}$. We denote the topology generated by $M_{c}$ on $C\left(\left[t_{0},+\infty\right), \mathbb{R}^{n}\right)$ by $\tau_{p c}$ : positive - converging topology. Clearly:

$$
\begin{aligned}
& \alpha \in M_{c} \Longrightarrow \frac{1}{2} \alpha \in M_{c}, \alpha_{1}, \alpha_{2} \in M_{c} \Longrightarrow \forall t \geq t_{0}: 0< \\
& \min \left\{\alpha_{1}(t), \alpha_{2}(t)\right\} \leq \alpha_{1}(t) \\
&\left(\text { and } \leq \alpha_{2}(t)\right)
\end{aligned}
$$

and thus $\lim _{t \rightarrow+\infty} \min \left\{\alpha_{1}(t), \alpha_{2}(t)\right\}=0$ showing $\min \left\{\alpha_{1}, \alpha_{2}\right\} \in M_{c}$.
4. $M_{a}=\left\{\alpha \in C\left(\left[t_{0},+\infty\right), \mathbb{R}\right) \mid \forall t \geq t_{0}: \alpha(t)>0\right\}$; thus a means"all". Of course:

$$
\alpha \in M_{a} \Longrightarrow \frac{1}{2} \alpha \in M_{a}, \alpha_{1}, \alpha_{2} \in M_{a} \Longrightarrow \min \left\{\alpha_{1}, \alpha_{2}\right\} \in M_{a}
$$

The topology generated by $M_{a}$ we denote by $\tau_{m}$, since this topology was used by Marston Morse; $\tau_{m}$ first was defined by E. Hewitt, it is also called Whitney - or fine topology.

As we have hoped, we can show: $\tau_{u}=\tau_{\left(\frac{1}{n}\right)}$.
Proposition 5.9 On $C\left(\left[t_{0},+\infty\right), \mathbb{R}^{n}\right)$ holds $\tau_{u}=\tau_{\left(\frac{1}{n}\right)}$.
Proof: $M_{\left(\frac{1}{n}\right)} \subseteq M_{\varepsilon} \Longrightarrow \tau_{\left(\frac{1}{n}\right)} \subseteq \tau_{u}$ by lemma 5.7. By corollary 5.2 we find $\tau_{u} \subseteq \tau_{\left(\frac{1}{n}\right)}$.
Corollary $5.10\left(C\left(\left[t_{0},+\infty\right), \mathbb{R}^{u}\right) \tau_{u}\right)$ is a topological $A_{1}$-space. Hence we can use sequences instead of nets or filter.

Proposition 5.11 Moreover we have: $\tau_{u} \leq \tau_{p c}$.

Proof: $\forall(f, \varepsilon) \in C\left(\left[t_{0},+\infty\right), \mathbb{R}^{n}\right) \times(0,+\infty): B_{\varepsilon}(f) \in \tau_{u}$; let $h=\frac{\varepsilon}{2} e^{-t}, t \in\left[t_{0},+\infty\right)$; since $0 \leq t_{0}$ we get for $0 \leq t_{0} \leq t: e^{-t} \leq 1 \Longrightarrow \frac{\varepsilon}{2} e^{-t} \leq \frac{\varepsilon}{2}<\varepsilon$, thus showing that $B_{h}(f) \subseteq B_{\varepsilon}(f)$ holds and $B_{h}(f) \in \tau_{p c}$. Hence by corollary $5.2 \tau_{u} \subseteq \tau_{p c}$.

Corollary 5.12 For our topologies $\tau_{u}, \tau_{p c}, \tau_{m}$ holds:

$$
\tau_{u} \leq \tau_{p c} \leq \tau_{m}
$$

Now we come to the main point of this section: stability as continuity.
As already remarked the basic idea of stability is nothing else then the continuity of a natural map into the space of continuous functions. Using reference stability we can define this map in a clear and exact way:

We consider the initial value problem (3.1). Let $x$ be a solution which is defined on $\left[t_{0},+\infty\right)$ and $R(x)$ be the set of reference solutions of $x$ (definition 4.1).

Let $\tilde{R}(x)=R(x) \cup\{x\}$ and we assume that all solution of $\tilde{R}(x)$ are unique; moreover $V_{t_{0}}$ ( $V$ means "value") $=\left\{y\left(t_{0}\right) \mid y \in \tilde{R}(x)\right\}, V_{t_{0}} \subseteq G \subseteq \mathbb{R}^{n}$ and for $V_{t_{0}}$ we consider the Euclidian topology of $\mathbb{R}^{n}$, which can be generated by an arbitrary compatible norm of $\mathbb{R}^{n}$. Then the map $F$ is well defined:

$$
F: V_{t_{0}} \rightarrow C\left(\left[t_{0},+\infty\right), \mathbb{R}^{n}\right): \forall y\left(t_{0}\right) \in V_{t_{0}}: F\left(y\left(t_{0}\right)\right)=y
$$

$C\left(\left[t_{0},+\infty\right), \mathbb{R}^{n}\right)$ we provide with the uniform topology $\tau_{u}$.
Remark 5.13 Since of course some $y \in \tilde{R}(x)$ may be unbounded we use $C\left(\left[t_{0},+\infty\right), \mathbb{R}^{n}\right)$ and not the space $C_{b}\left(\left[t_{0},+\infty\right), \mathbb{R}^{n}\right)$ of bounded continuous maps.

Now using the generation of $\tau_{u}$ by base $\varepsilon$-neighborhoods (see $5.8,1$.) and the characterization of the continuity of a map by (base) neighbourhoods it is not hard to prove the assertion of the following theorem:

## Theorem 5.14 Equivalent are:

(1) $x$ is reference stable
(2) the map $F: V_{t_{0}} \rightarrow\left(C\left(\left[t_{0},+\infty\right), \mathbb{R}^{n}\right), \tau_{u}\right)$ is continuous in $x\left(t_{0}\right)$.

Application of theorem 5.14 to concrete examples. We consider again Example 2.4: $\dot{x}=-x^{3}$, $t_{0}=0, x(0)=x_{0}$; on $[0,+\infty)$ are defined:
the zero solution 0 and the set of reference solutions

$$
R(0)=\left\{\left.x=\frac{x_{0}}{\sqrt{1+2 x_{0}^{2} t}} \right\rvert\, x_{0} \in \mathbb{R} \backslash\{0\}\right\}, \text { hence } \tilde{R}(0)=\left\{\left.x=\frac{x_{0}}{\sqrt{1+2 x_{0}^{2} t}} \right\rvert\, x_{0} \in \mathbb{R}\right\} ;
$$

for $x_{0}=0$ we obtain the zero function:

$$
\frac{0}{\sqrt{1}}=0, \quad V_{t_{0}}=V_{0}=\left\{x(0)=x_{0} \mid x_{0} \in \tilde{R}(0)\right\}=\mathbb{R}
$$

Of course the solutions of $R(0)$ are unique solutions and by proposition $2.1 x \equiv 0$ is unique. Thus all elements of $\tilde{R}(0)$ are unique solutions and we can apply theorem 5.14:

Now we show the continuity of the map $F$ : we can use convergence too and especially we can use sequences here:
let $\left(x_{0}^{n}\right)$ be a sequence from $V_{0}$ s. th. $\left(x_{0}^{u}\right) \rightarrow 0(0)=0$. We will show:

$$
\begin{aligned}
& F\left(x_{0}^{n}\right)=\left(x\left(t ; 0, x_{0}\right)\right)_{n} \rightarrow F(0(0))=0 \text { uniformly on }[0,+\infty): \\
& \forall t \geq 0, x_{0} \neq 0,1 \leq 1+2 x_{0}^{2} t \Longrightarrow 1 \leq \sqrt{1+2 x_{0}^{2} t} \Longrightarrow 0<\frac{1}{\sqrt{1+2 x_{0}^{2} t}} \leq 1 \\
& \Longrightarrow 0<\frac{\left|x_{0}\right|}{\sqrt{1+2 x_{0}^{2} t}} \leq\left|x_{0}\right|
\end{aligned}
$$

Hence $\left|F\left(x_{0}^{n}\right)-0\right|=\left|F\left(x_{0}^{u}\right)\right| \leq\left|x_{0}^{n}\right|$, but $x_{0}^{u} \rightarrow 0 \Longrightarrow\left|x_{0}^{u}\right| \rightarrow 0 \Longrightarrow F\left(x_{0}^{u}\right) \rightarrow 0$ uniformly on $[0,+\infty)$, since $\left|x_{0}^{u}\right|$ does not depend on $t$.
Thus from theorem 5.14 follows that the zero solution 0 is reference stable.
Remarks 5.15 1. Using the continuity - arguments we were able to avoid any epsilontics.
2. Let $\delta=1: \forall x_{0} \in \mathbb{R}, x_{0} \neq 0,\left|x_{0}-0(0)\right|=\left|x_{0}\right|<1$ we get

$$
\lim _{t \rightarrow+\infty}|x(t)|=\lim _{t \rightarrow+\infty} \frac{\left|x_{0}\right|}{\sqrt{1+2 x_{0}^{2} t}}=0
$$

hence the zero solution 0 is even asymptotically reference stable.
Example 5.16 We consider the equation $\dot{x}=x^{2}, x(0)=x_{0}$.
For $x_{0} \neq 0$ by (2.1) we find for the solutions:

$$
x^{1-n}=x_{0}^{1-n}+(1-n) t
$$

and

$$
n=2 \Longrightarrow x^{-1}=x_{0}^{-1}-t \Longrightarrow x=\frac{1}{x_{0}^{-1}-t}=\frac{x_{0}}{1-x_{0} t} ; x_{0} \neq 0:
$$

Since we look for solutions which are defined at least on $[0,+\infty)$, we find here:

$$
\frac{1}{x_{0}} \notin(0,+\infty) \Longleftrightarrow x_{0}<0 \Longleftrightarrow[0,+\infty) \subseteq\left(\frac{1}{x_{0}},+\infty\right) \Longleftrightarrow[0,+\infty) \subseteq D\left(x\left(t ; 0, x_{0}\right)\right)
$$

and equivalently:

$$
\frac{1}{x_{0}} \in(0,+\infty) \Longleftrightarrow x_{0}>0 \Longleftrightarrow[0,+\infty) \nsubseteq D\left(x\left(t ; 0, x_{0}\right)\right)
$$

Now we study the stability of the zero solution $x \equiv 0$ on $[0,+\infty)$.
$\left\{x_{0} \mid[0,+\infty) \nsubseteq D\left(x\left(t ; 0, x_{0}\right)\right)=\left\{x_{0} \mid x_{0}>0\right\}=(0,+\infty)\right\}$. But $0=0(0)$ is clusterpoint of $(0,+\infty)$ yielding by corollary 3.4 that $x \equiv 0$ is unstable in the sense of Ljapunow.

Since we know that only for $x(0)=x_{0}<0$ holds: $[0,+\infty) \subseteq D\left(x\left(t ; 0, x_{0}\right)\right)$ we get as set of all reference solution of $x \equiv 0$ :

$$
\begin{aligned}
R(0) & =\left\{\left.x=\frac{x_{0}}{1-x_{0} t} \right\rvert\, x_{0}<0\right\} \Longrightarrow \tilde{R}(0)=\left\{\left.x=\frac{x_{0}}{1-x_{0} t} \right\rvert\, x_{0} \leq 0\right\} ; \\
V_{0} & =\{x(0) \mid x \in \tilde{R}(0)\}=(-\infty, 0] .
\end{aligned}
$$

We show that $x \equiv 0$ is reference stable: By the same arguments as above we find too: all elements of $\tilde{R}(0)$ are unique solutions.

Now:

$$
\begin{aligned}
& x_{0}<0 \Longrightarrow-x_{0}>0 \Longrightarrow-t x_{0} \geq 0, \text { since } t \geq 0 \\
& -t x_{0} \geq 0 \Longrightarrow 1-t x_{0} \geq 1 \Longrightarrow \frac{1}{1-x_{0} t} \leq 1 \Longrightarrow \frac{\left|x_{0}\right|}{1-x_{0} t} \leq\left|x_{0}\right|
\end{aligned}
$$

now let $\left(x_{0}^{n}\right)$ be a sequence from $V_{0} \backslash\{0\}, x_{0}^{n}=\left(x\left(t ; 0, x_{0}\right)\right)_{n}$;

$$
\begin{aligned}
& \left|F\left(x_{0}^{n}\right)-0(0)\right|=\left|F\left(x_{0}^{n}\right)\right|=\left|\frac{x_{0}^{n}}{1-x_{0}^{n} t}\right| \leq\left|x_{0}^{n}\right| \\
& \left(x_{0}^{n}\right) \rightarrow 0 \Longrightarrow\left|x_{0}^{n}\right| \rightarrow 0 \Longrightarrow F\left(x_{0}^{n}\right) \rightarrow 0=0(0)=F(0):\left(F\left(x_{0}^{n}\right)\right)_{n}
\end{aligned}
$$

converges uniformly on $[0,+\infty)$ to $F(0)$, yielding that $F$ is continuous in $0(0)=0$. Hence by theorem $5.140=x \equiv 0$ is reference stable.

$$
\forall x_{0}<0:\left|x_{0}\right|<1 \Longrightarrow \lim _{t \rightarrow+\infty}\left|x\left(t ; 0, x_{0}\right)\right|=\lim _{t \rightarrow+\infty} \frac{\left|x_{0}\right|}{1-x_{0} t}=0,
$$

meaning that 0 is asymptotically reference stable.
We need a simple lemma.
Lemma 5.17 Let be $\left(h_{n}\right)$ a sequence from $C\left([0,+\infty), \mathbb{R}^{n}\right)$ and let $h \in\left([0,+\infty), \mathbb{R}^{n}\right)$ be bounded: $\forall t \in[0,+\infty)\|h(t)\| \leq a, a \in \mathbb{R}$, $a>0$. If $\left(h_{n}\right)$ converges uniformly to $h$ on $[0,+\infty)$ then almost all members of the sequence $\left(h_{n}\right)$ are bounded too.

Proof: $h_{n} \xrightarrow{\tau_{u}} h \Longrightarrow \exists n_{1} \in \mathbb{N}: \forall(t, n) \in[0,+\infty) \times\left\{n \in \mathbb{N} \mid n \geq n_{1}\right\}:\left\|h_{n}(t)-h(t)\right\|<1$; now

$$
\left\|h_{n}(t)\right\|-\|h(t)\| \leq\left\|h_{n}(t)-h(t)\right\| \Longrightarrow\left\|h_{n}(t)\right\| \leq\left\|h_{n}(t)-h(t)\right\|+\|h(t)\|<1+a
$$

hence $h_{n}$ is bounded $\forall n \geq n_{1}$.
We will apply this lemma and consider example 4.2: $\dot{x}=x, x(0)=x_{0} ; x \equiv 0$ on $[0,+\infty)$ is solution: $0(0)=0$.

$$
R(0)=\left\{x_{0} e^{t} \mid x_{0} \in \mathbb{R} \backslash\{0\}\right\} \Longrightarrow \tilde{R}(0)=\left\{x_{0} e^{t} \mid x_{0} \in \mathbb{R}\right\}, V_{0}=\left\{x(0)=x_{0} \mid x \in \tilde{R}(0)\right\}
$$

$x \equiv 0$ is not reference stable.
Proof: We consider the sequence $\left(x_{0}^{n}\right)=\left(\frac{1}{n}\right)$ from $V_{0} ; \frac{1}{n} \rightarrow 0$ but all $F\left(\frac{1}{n}\right)=x\left(t ; 0, \frac{1}{n}\right)=$ $\frac{1}{n} e^{t}$ are unbounded and hence by the lemma $5.17 F\left(\frac{1}{n}\right)$ does not converges uniformly to 0 . Thus by theorem $5.14 x \equiv 0$ is not reference stable.
We still consider the positive - converging topology $\tau_{p c}$.
Proposition 5.18 Under the assumptions of theorem 5.14 holds:
If the solution $x$ is $\tau_{p c}$-stable then $x$ is asymptotically reference stable.
Proof: We consider the map

$$
F: V_{t_{0}} \rightarrow C\left(\left[t_{0},+\infty\right), \mathbb{R}^{n}\right), x\left(t_{0}\right) \in V_{t_{0}} \Longrightarrow F\left(x\left(t_{0}\right)=x \in C\left(\left[t_{0},+\infty\right), \mathbb{R}^{n}\right)\right.
$$

and $x$ is $\tau_{p c}$-stable means that

$$
F: V_{t_{0}} \rightarrow\left(C\left(\left[t_{0},+\infty\right), \mathbb{R}^{n}\right), \tau_{p c}\right)
$$

is continuous in $x\left(t_{0}\right)$; 5.11 shows that $\tau_{u} \subseteq \tau_{p c}$, yielding that $F: V_{t_{0}} \rightarrow\left(C\left(\left[t_{0},+\infty\right), \mathbb{R}^{n}\right), \tau_{u}\right)$ is continuous in $x\left(t_{0}\right)$ too. Hence by theorem $5.14 x$ is $R$-stable.
Let $\alpha \in M_{c}: \forall t \in\left[t_{0},+\infty\right): \alpha(t)>0$ and $\lim _{t \rightarrow \infty} \alpha(t)=0$. By the $\tau_{p c}$-continuity of $F$ in $x\left(t_{0}\right)$ we find $\delta>0, \delta=\delta(\alpha): \forall y\left(t_{0}\right) \in U_{\delta}\left(x\left(t_{0}\right)\right) \cap V_{t_{0}} \Longrightarrow F\left(y\left(t_{0}\right)\right)=y \in U_{\alpha}\left(x\left(t_{0}\right)\right) \Longrightarrow \forall t \geq t_{0}$ :

$$
\|y(t)-x(t)\|<\alpha(t), \alpha(t) \rightarrow 0 \Longrightarrow\|y(t)-x(t)\| \rightarrow 0
$$

for $t \rightarrow+\infty$, showing that $x$ is asymptotically $R$-stable, since we finally have: $\forall y \in R(x)$ : $\left\|y\left(t_{0}\right)-x\left(t_{0}\right)\right\|<\delta \Longrightarrow\|y(t)-x(t)\| \rightarrow 0$ for $t \rightarrow+\infty$.

Remark 5.19 If we want to define the basics of reference stability by means of topologies for the function space $C\left([0,+\infty), \mathbb{R}^{n}\right)$, then we can proceed:

1. reference stability by the uniform topology $\tau_{u}$
2. asymptotic reference stability by $\tau_{p c}$.
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## A weak Schwarz inequality for semi-inner products on groupoids*


#### Abstract

By introducing appropriate notions of semi-inner products and their induced generalized seminorms on groupoids, we shall prove a weak form of the famous Schwarz inequality.

In case of groups, this will be sufficient to prove the subadditivity of the induced generalized seminorms. Thus, some of the results of the theory of inner product spaces can be extended to inner product groups.

However, in the near future, we shall only be interested in the corresponding extensions of some fundamental theorems of Gy. Maksa, P. Volkmann, A. Gilányi, J. Rätz and W. Fechner on additive and quadratic functions.
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## 1 Introduction

By introducing appropriate notions of semi-inner products and their induced generalized seminorms on groupoids, we shall prove a weak form of the famous Schwarz inequality.

More concretely, if $X$ is an additively written groupoid and $P$ is a function of $X^{2}$ to $\mathbb{C}$ such that

$$
P(x, x) \geq 0, \quad P(y, x)=\overline{P(x, y)}, \quad P(x+y, z)=P(x, z)+P(y, z)
$$

for all $x, y, z \in X$, then by using the notation

$$
p(x)=\sqrt{P(x, x)}
$$

[^0]with $x \in X$, we shall prove that
$$
-P_{1}(x, y) \leq p(x) p(y)
$$
for all $x, y \in X$, where $P_{1}$ denotes the real part, i. e., the first coordinate function of $P$.
If in particular $X$ is a group, then this weak Schwarz inequality already implies that $P_{1}(x, y)$ $\leq p(x) p(y)$ also holds for all $x, y \in X$. Therefore, in this important particular case, the generalized seminorm $p$ can be proved to be a seminorm on $X$ in the sense it is an even, $\mathbb{N}$-homogeneous, subadditive function of $X$ to $\mathbb{R}$.

Thus, some of the results of the theory of inner product spaces can be naturally extended to inner product groups. However, in the near future, we shall only be interested in the corresponding extensions of some fundamental theorems of Maksa and Volkmann [14], Gilányi [8], Rätz [15] and Fechner [6] on additive and quadratic functions.

## 2 Additive functions of groupoids

If $X$ is a set, then a function + of $X^{2}$ to $X$ is called an operation on $X$, and the ordered pair $X(+)=(X,+)$ is called a groupoid.

In the sequel, as is customary, we shall simply write $X$ in place of $X(+)$. And, for any $x, y \in X$, we shall write $x+y$ in place of the value $+(x, y)$.

Moreover, for any $x \in X$ and $n \in \mathbb{N}$, with $n>1$, we define

$$
1 x=x \quad \text { and } \quad n x=(n-1) x+x .
$$

If in particular, $X$ is group, then for any $x \in X$ and $n \in \mathbb{N}$ we may also naturally define

$$
0 x=0 \quad \text { and } \quad(-n) x=n(-x)
$$

A function $f$ of one groupoid $X$ to another $Y$ is called additive if

$$
f(x+y)=f(x)+f(y)
$$

for all $x, y \in X$.
Moreover, the function $f$ may be naturally called $\mathbb{N}$-homogeneous if it is $n$-homogeneous for all $n \in \mathbb{N}$ in the sense that $f(n x)=n f(x)$ for all $x \in X$.

Additive functions were first studied only on $\mathbb{R}$ or $\mathbb{R}^{n}$ (see Kuczma [12]). However, later they have also been intensively investigated on arbitrary groups (see Stetkaer [21]).

Some of the results obtained in groups can be naturally extended to monoids and semigroups. In [17] and [10], additive functions and relations were considered on groupoids too.

For instance, by induction, we can easily prove the following

Theorem 2.1 If $f$ is an additive function of a groupoid $X$ to another $Y$, then $f$ is $\mathbb{N}$-homogeneous.

Proof. To check this, note that if $f(n x)=n f(x)$ holds for some $x \in X$ and $n \in \mathbb{N}$, then we also have

$$
f((n+1) x)=f(n x+x)=f(n x)+f(x)=n f(x)+f(x)=(n+1) f(x)
$$

Remark 2.2 If $f$ is an additive function of a groupoid $X$, with zero, to a group $Y$, then $f$ is 0 -homogeneous too.
Namely, in this case, we have

$$
f(0)+f(0)=f(0+0)=f(0),
$$

and thus $f(0)=0$. Therefore,

$$
f(0 x)=f(0)=0=0 f(x)
$$

also holds for all $x \in X$.
Now, by using the above observations and the corresponding definitions, we can also easily prove the following

Theorem 2.3 If $f$ is an additive function of a group $X$ to another $Y$, then $f$ is $\mathbb{Z}$-homogeneous.

Proof. If $x \in X$, then by using Remark 2.2 we can see that

$$
f(-x)+f(x)=f(-x+x)=f(0)=0
$$

and thus $f(-x)=-f(x)$. Now, if $n \in \mathbb{N}$, then by using Theorem 2.1 we can also see that

$$
f((-n) x)=f(n(-x))=n f(-x)=n(-f(x))=(-n) f(x) .
$$

Therefore, $f$ is also $-N$-homogeneous. Thus, by Theorem 2.1, the required assertion is also true.

In addition to the above theorems, sometimes we shall also need the following
Theorem 2.4 If $f$ is an additive function of an arbitrary groupoid $X$ to a commutative one $Y$, then for any $x, y \in X$ we have

$$
f(y+x)=f(x+y)
$$

Proof. By the above assumptions, we evidently have

$$
f(y+x)=f(y)+f(x)=f(x)+f(y)=f(x+y) .
$$

Remark 2.5 In this case, in contrast to the termilogy of Stetkaer [21, p.315], we would rather say that $f$ is commutative.

## 3 Semi-inner products on groupoids

The following definition is a straightforward generalization of that introduced in [19] and [3].
Notation 3.1 Suppose that $X$ is a groupoid and $P$ is a function of $X^{2}$ to $\mathbb{C}$ such that, for any $x, y, z \in X$, we have
(a) $P(x, x) \geq 0$,
(b) $P(y, x)=\overline{P(x, y)}$,
(c) $P(x+y, z)=P(x, z)+P(y, z)$.

Remark 3.2 In this case, the function $P$ will be called a semi-inner product on $X$.
Moreover, if in particular $X$ has a zero, then the semi-inner product $P$ will be called an inner product if
(d) $P(x, x)=0$ implies $x=0$ for all $x \in X$.

Remark 3.3 Thus, our present definition is in accordance with that of [16], but differs from that used by Lumer [11] and Giles [9]. (See also Dragomir [4, p. 19] for some further developments.)

The definition and results of the above mentioned authors allowed to carry over some arguments in inner product spaces to those in normed spaces. While, our ones will only allow of a similar transition from inner product spaces to inner product groups.

Example 3.4 If $a$ is an additive function of $X$ to an inner product space $H$ and

$$
Q(x, y)=\langle a(x), a(y)\rangle
$$

for all $x, y \in X$, then $Q$ is a semi-inner product on $X$. Moreover, if if in particular $X$ is a group, then $Q$ is an inner product if and only if $a$ is injective.

Despite this, $Q$ may be a rather curious function even if $X=\mathbb{R}^{n}$ and $H=\mathbb{R}$. Namely, by Kuczma [12, p. 292], there exist discontinuous, injective additive functions of $\mathbb{R}^{n}$ to $\mathbb{R}$. In the case $n=1$, by Makai [13], Kuczma [12, p. 293] and Baron [1], we can say even more.

The most basic properties of the semi-inner product $P$ can be listed in the next
Theorem 3.5 For any $x, y, z \in X$ and $n \in \mathbb{N}$, we have
(1) $P(y+x, z)=P(x+y, z)$,
(2) $P(x, z+y)=P(x, y+z)$,
(3) $P(x, y+z)=P(x, y)+P(x, z)$,
(4) $P(n x, y)=n P(x, y)=P(x, n y)$.

Proof. By using (b) and (c), and the additivity of complex conjugation, we can see that (3) is true.

Thus, $P$ is actually a biadditve function of $X^{2}$ to $\mathbb{C}$. Hence, by Theorem 2.1, it is clear that (4) is also true.

Moreover, by using (c) and (3) and the commutativity of the addition in $\mathbb{C}$, we can see that (1) and (2) are also true.

Remark 3.6 Note that if in particular $X$ has a zero, then by Remark 2.2 we have $P(x, 0)=$ 0 and $P(0, y)=0$, and thus also

$$
P(0 x, y)=0 P(x, y)=P(x, 0 y)
$$

for all $x, y \in X$.
Moreover, if more specially $X$ is a group, then by Theorem 2.3 we have

$$
P(k x, y)=k P(x, y)=P(x, k y)
$$

for all $k \in \mathbb{Z}$ and $x, y \in X$.
Remark 3.7 Note that the first and second coordinate functions $P_{1}$ and $P_{2}$ of $P$ also have the same commutativity and bilinearity properties as $P$.

Furthermore, by properties (a) and (b), for any $x, y \in X$ we have
(1) $P_{1}(x, x)=P(x, x)$ and $P_{2}(x, x)=0$,
(2) $P_{1}(y, x)=P_{1}(x, y)$ and $P_{2}(y, x)=-P_{2}(x, y)$.

Thus, in particular $P_{1}$ is also a semi-inner product on $X$. However, because of its skew-symmetry, $P_{2}$ cannot be a semi-inner product on $X$ whenever $P_{2} \neq 0$.

More exactly, one can easily prove the following
Theorem 3.8 A function $Q$ of $X^{2}$ to $\mathbb{C}$ is a semi-inner product if and only if for any $x, y \in X$ we have
(1) $Q_{1}(x, x) \geq 0$ and $Q_{2}(x, x)=0$,
(2) $Q_{1}(y, x)=Q_{1}(x, y) \quad$ and $\quad Q_{2}(y, x)=-Q_{2}(x, y)$,
(3) $Q_{i}(x+y, z)=Q_{i}(x, z)+Q_{i}(y, z)$ for $i=1$ and $i=2$.

Remark 3.9 Note that the second part of (2) implies that of (1). Moreover, the second parts of (2) and (3) imply that $Q_{2}$ is additive in its second variable too.
Therefore, by the above theorem, we can also state that a function $Q$ of $X^{2}$ to $\mathbb{C}$ is a semiinner product if and only if $Q_{1}$ is a semi-inner product and $Q_{2}$ is a skew-symmetric and biadditive.

## 4 The induced generalized norm

Definition 4.1 For any $x \in X$, we define

$$
p(x)=\sqrt{P(x, x)} .
$$

Example 4.2 If in particular $Q$ is as in Example 3.4, then

$$
q(x)=\sqrt{Q(x, x)}=\|a(x)\|
$$

for all $x \in X$.
The most immediate properties of the function $p$ can be listed in the following
Theorem 4.3 For any $x, y \in X$ and $n \in \mathbb{N}$, we have
(1) $p(x) \geq 0$,
(2) $p(n x)=n p(x)$,
(3) $p(x+y)=p(y+x)$,
(4) $p(n(x+y))=p(n x+n y)$,
(5) $p(x+y)^{2}=P_{1}(x+y, x)+P_{1}(x+y, y)$,
(6) $p(x+y)^{2}=p(x)^{2}+p(y)^{2}+2 P_{1}(x, y)$.

Proof. To prove (5) and (6), note that by the Definition 4.1 and Remark 3.7 we have

$$
p(x)=\sqrt{P_{1}(x, x)}
$$

and

$$
\begin{aligned}
p(x+y)^{2} & =P_{1}(x+y, x+y)=P_{1}(x+y, x)+P_{1}(x+y, y) \\
& =P_{1}(x, x)+P_{1}(y, x)+P_{1}(x, y)+P_{1}(y, y)=p(x)^{2}+2 P_{1}(x, y)+p(y)^{2} .
\end{aligned}
$$

Hence, by the symmetry of $P_{1}$ and the commutativity of the addition in $\mathbb{R}$, it is clear that (3) is also true.

Moreover, by using (2), (6) and Theorem 3.5, we can see that

$$
p(n(x+y))^{2}=n^{2} p(x+y)^{2}=n^{2} p(x)^{2}+n^{2} p(y)^{2}+2 n^{2} P_{1}(x, y)
$$

and

$$
\begin{aligned}
p(n x+n y)^{2} & =p(n x)^{2}+p(n x)^{2}+2 P_{1}(n x, n y) \\
& =n^{2} p(x)^{2}+n^{2} p(y)^{2}+2 n^{2} P_{1}(x, y) .
\end{aligned}
$$

Therefore, $p(n(x+y))^{2}=p(n x+n y)^{2}$, and thus by the nonnegativity of $p$ (4) also holds.

Remark 4.4 If in particular $X$ has a zero, the by Remark 3.6 we have $p(0)=0$, and thus also

$$
p(0 x)=|0| p(x) \quad \text { and } \quad p(0(x+y))=p(0 x+0 y)
$$

for all $x, y \in X$.
Moreover, if more specially $X$ is a group, then by Remark 3.6 we have

$$
p(k x)=|k| p(x) \quad \text { and } \quad p(k(x+y))=p(k x+k y)
$$

for all $k \in \mathbb{Z}$ and $x, y \in X$.

## 5 A weak Schwarz inequality

To prove a Schwarz type inequality for $P$, it is convenient to start with
Lemma 5.1 For any $n, m \in \mathbb{N}$ and $x, y \in X$, we have

$$
p(n x+m y)^{2}=n^{2} p(x)^{2}+m^{2} p(y)^{2}+2 n m P_{1}(x, y) .
$$

Proof. By Theorem 4.3 and Remark 3.7, we have

$$
\begin{aligned}
p(n x+m y)^{2} & =p(n x)^{2}+p(m y)^{2}+2 P_{1}(n x, m y) \\
& =n^{2} p(x)^{2}+m^{2} p(y)^{2}+2 n m P_{1}(x, y)
\end{aligned}
$$

Now, by using this simple lemma, we can give two different proofs for the following theorem. The first one is more novel than the second one.

Theorem 5.2 For any $x, y \in X$, we have

$$
-P_{1}(x, y) \leq p(x) p(y)
$$

Proof 1. From Lemma 5.1, we can see that

$$
-2 P_{1}(x, y) \leq(n / m) p(x)^{2}+(m / n) p(y)^{2} .
$$

for all $n, m \in \mathbb{N}$.
Therefore, by the definition of rational numbers, we actually have

$$
-2 P_{1}(x, y) \leq r p(x)^{2}+r^{-1} p(y)^{2}
$$

for all $r \in \mathbb{Q}$ with $r>0$.

Hence, by using that each real number is a limit of a sequence of rational numbers and the operation in $\mathbb{R}$ are continuous, we can already infer that

$$
-2 P_{1}(x, y) \leq \lambda p(x)^{2}+\lambda^{-1} p(y)^{2}
$$

for all $\lambda \in \mathbb{R}$ with $\lambda>0$.
Now, by defining

$$
f(\lambda)=\lambda p(x)^{2}+\lambda^{-1} p(y)^{2}
$$

for all $\lambda>0$, we can state that

$$
-2 P_{1}(x, y) \leq \inf _{\lambda>0} f(\lambda) .
$$

Moreover, if $p(x) \neq 0$ and $p(y) \neq 0$, then by taking

$$
\lambda_{0}=p(y) / p(x)
$$

we can note that $\lambda_{0}>0$ such that

$$
f\left(\lambda_{0}\right)=2 p(x) p(y) .
$$

Therefore,

$$
\inf _{\lambda>0} f(\lambda) \leq 2 p(x) p(y), \quad \text { and thus } \quad-2 P_{1}(x, y) \leq 2 p(x) p(y)
$$

Hence, the required inequality follows.
While, if either $p(x)=0$ or $p(y)=0$, then from the definition of $f$ we can see that

$$
\inf _{\lambda>0} f(\lambda)=0, \quad \text { and thus } \quad-2 P_{1}(x, y) \leq 0
$$

Therefore, $-P_{1}(x, y) \leq 0$, and thus the required inequality trivially holds.
Remark 5.3 If $p(x) \neq 0$ and $p(y) \neq 0$, then by computing $f^{\prime}(\lambda)$ for all $\lambda>0$, we can prove that $f\left(\lambda_{0}\right)<f(\lambda)$ for all $\lambda>0$ with $\lambda \neq \lambda_{0}$.

Proof 2. From Lemma 5.1, we can also see that

$$
0 \leq p(x)^{2}+(m / n)^{2} p(y)^{2}+2(m / n) P_{1}(x, y)
$$

for all $n, m \in \mathbb{N}$.
Therefore, by using a similar argument as in Proof 1, we can state that

$$
0 \leq p(x)^{2}+\lambda^{2} p(y)^{2}+2 \lambda P_{1}(x, y)
$$

and thus

$$
0 \leq p(x)^{2}+\lambda P_{1}(x, y)+\lambda\left(\lambda p(y)^{2}+P_{1}(x, y)\right)
$$

for all $\lambda>0$.

Hence, if $p(y)>0$ and $P_{1}(x, y)<0$, then by taking $\lambda=-P_{1}(x, y) / p(y)^{2}$ we can see that

$$
0 \leq p(x)^{2}-P_{1}(x, y)^{2} / p(y)^{2}, \quad \text { and thus } \quad P_{1}(x, y)^{2} \leq(p(x) p(y))^{2}
$$

Therefore, because of $\left|P_{1}(x, y)\right|=-P_{1}(x, y)$, the required inequality is also true.
While, if $p(y)=0$ and $P_{1}(x, y)<0$, then by taking $\lambda=-n P_{1}(x, y)$ for some $n \in \mathbb{N}$ we can see that

$$
0 \leq p(x)^{2}-2 n P_{1}(x, y)^{2}, \quad \text { and thus } \quad P_{1}(x, y)^{2} \leq p(x)^{2} / 2 n
$$

Hence, by taking the limit $n \rightarrow \infty$, we can infer that $P_{1}(x, y)=0$. Therefore, the required inequality trivially holds.

Now, to complete the proof, it remains only to note that if $P_{1}(x, y) \geq 0$, then the required inequality is also trivially true.

From Theorem 5.2, we can easily infer the following
Corollary 5.4 If in particular $X$ is a group, then for any $x, y \in X$, we have

$$
\left|P_{1}(x, y)\right| \leq p(x) p(y)
$$

Proof. By Theorem 5.2 and Remarks 3.6 and 4.4, now we also have

$$
P_{1}(x, y)=-P_{1}(-x, y) \leq p(-x) p(y)=p(x) p(y) .
$$

Therefore, the required inequality is also true.
Remark 5.5 Note that if $x, y \in X$ such that $|P(x, y)| \leq p(x) p(y)$ holds, then we also have $\left|P_{i}(x, y)\right| \leq p(x) p(y)$ and hence $P_{i}(x, y) \leq p(x) p(y)$ and $-P_{i}(x, y) \leq p(x) p(y)$ for $i=1,2$.

The following example shows that if in particular $X=\mathbb{R}^{2}$ and $P$ is an $\mathbb{R}$-bihomogeneous semi-inner product on $X$, then even the weak Scwarz inequality $-P_{2}(x, y) \leq p(x) p(y)$ need not be true for all $x, y \in X$.

Example 5.6 For any $x, y \in \mathbb{R}^{2}$, define

$$
a(x)=x \quad \text { and } \quad b(y)=\left(y_{2},-y_{1}\right),
$$

and moreover

$$
Q_{1}(x, y)=x_{1} y_{1} \quad \text { and } \quad Q_{2}(x, y)=\langle a(x), b(y)\rangle
$$

Then, $Q=\left(Q_{1}, Q_{2}\right)$ is an $\mathbb{R}$-bihogeneous semi-inner product on $\mathbb{R}^{2}$ such that, under the notation

$$
q(x)=\sqrt{Q(x, x)}
$$

with $x \in \mathbb{R}^{2}$, even the inequality

$$
-Q_{2}(x, y) \leq q(x) q(y)
$$

fails to hold for all $x, y \in \mathbb{R}^{2}$.
It is clear that $Q_{1}$ is a symmetric, bilinear function of $\left(\mathbb{R}^{2}\right)^{2}$ to $\mathbb{R}$. Moreover, we can easily see that $a$ and $b$ are linear functions of $\mathbb{R}^{2}$ to itself. Therefore, $Q_{2}$ is also a bilinear function of $\left(\mathbb{R}^{2}\right)^{2}$ to $\mathbb{R}$. Hence, it is clear that $Q$ is a bilinear function of $\mathbb{R}^{2}$ to itself.

Moreover, since

$$
Q_{2}(x, y)=\langle a(x), b(y)\rangle=\left\langle\left(x_{1}, x_{2}\right),\left(y_{2},-y_{1}\right)\right\rangle=x_{1} y_{2}-x_{2} y_{1}
$$

for all $x, y \in \mathbb{R}^{2}$, we can note that

$$
Q_{2}(x, x)=0 \quad \text { and } \quad Q_{2}(y, x)=-Q_{2}(y, x)
$$

for all $x, y \in \mathbb{R}^{2}$. Hence, it is clear that $Q$ is an $\mathbb{R}$-bihogeneous semi-inner product on $\mathbb{R}^{2}$. On the other hand, for instance, by taking

$$
u=(0,1) \quad \text { and } \quad v=(1,0)
$$

we can see that

$$
q(u) q(v)=\left|u_{1}\right|\left|v_{1}\right|=0, \quad \text { but } \quad-Q_{2}(u, v)=u_{2} v_{1}-u_{1} v_{2}=1
$$

Remark 5.7 Note that, by making the plausible change

$$
Q_{1}(x, y)=\langle x, y\rangle
$$

for all $x, y \in \mathbb{R}^{2}$, we could get

$$
\begin{aligned}
|Q(x, y)|^{2}=Q_{1}(x, y)^{2}+Q_{2}(x, y)^{2} & =\left(x_{1} y_{1}+x_{2} y_{2}\right)^{2}+\left(x_{1} y_{2}-x_{2} y_{1}\right)^{2} \\
& =\left(x_{1}^{2}+x_{2}^{2}\right)\left(y_{1}^{2}+y_{2}^{2}\right)=|x|^{2}|y|^{2}=q(x)^{2} q(y)^{2}
\end{aligned}
$$

and thus $|Q(x, y)|=q(x) q(y)$ for all $x, y \in \mathbb{R}^{2}$.

However, it is now more important to note that, by using Corollary 5.4, we can give two different proofs for the subadditivity of $p$. The first one is more novel than the second one.

Theorem 5.8 If in particular $X$ is a group, then for any $x, y \in X$, we have
(1) $p(x+y) \leq p(x)+p(y)$,
(2) $|p(x)-p(y)| \leq p(x-y)$.

Proof 1. By using Theorem 4.3 and the inequality $P_{1}(x, y) \leq p(x) p(y)$, we can see that

$$
p(x+y)^{2}=P_{1}(x+y, x)+P_{1}(x+y, y) \leq p(x+y) p(x)+p(x+y) p(y) .
$$

Therefore, by the nonnegativity of $p$, inequality (1) is also true.

Proof 2. By using Theorem 4.3 and the inequality $P_{1}(x, y) \leq p(x) p(y)$, we can also see that

$$
\begin{aligned}
p(x+y)^{2}= & p(x)^{2}+p(y)^{2}+2 P_{1}(x, y) \\
& \leq p(x)^{2}+p(y)^{2}+2 p(x) p(y)=(p(x)+p(y))^{2} .
\end{aligned}
$$

Therefore, by the nonnegativity of $p$, inequality (1) is also true.

Remark 5.9 Theorems 4.3 and 5.8, together with Remark 4.4, show that if in particular $X$ is a group, then $p$ is already a seminorm on $X$ in the sense it is an even, $\mathbb{N}$-homogeneous, subadditive function of $X$ to $\mathbb{R}$.

Hence, it can be easily seen that, in this case, the function $d$, defined by

$$
d(x, y)=p(-x+y)
$$

for all $x, y \in X$, is a both left and right translation invariant semimetric on $X$.
In an improved and enlarged version of [3], we shall show that, analogously to seminorms and semimetrics derived from the usual semi-inner products on vector spaces, the generalized seminorms and semimetrics derived from semi-inner products on groupoids and groups also have several useful additional properties.
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## Semi-linear cooperative elliptic systems involving Schrödinger operators: Groundstate positivity or negativity

ABSTRACT. We study here the behavior of the solutions to a $2 \times 2$ semi-linear cooperative system involving Schrödinger operators (considered in its variational form):

$$
\begin{gathered}
L U:=(-\Delta+q(x)) U=A U+\mu U+F(x, U) \text { in } \mathbb{R}^{N} \\
U(x)_{|x| \rightarrow \infty} \rightarrow 0
\end{gathered}
$$

where $q$ is a continuous positive potential tending to $+\infty$ at infinity; $\mu$ is a real parameter varying near the principal eigenvalue of the system; $U$ is a column vector with components $u_{1}$ and $u_{2}$ and $A$ is a square cooperative matrix with constant coefficient. $F$ is a column vector with components $f_{1}$ and $f_{2}$ depending eventually on $U$.

## 1 Introduction

We study here the behaviour of the solutions to a $2 \times 2$ semi-linear cooperative system involving Schrödinger operators (considered in its variational form):

$$
\begin{gathered}
L U:=(-\Delta+q(x)) U=A U+\mu U+F(x, U) \text { in } \mathbb{R}^{N} \\
U(x)_{|x| \rightarrow \infty} \rightarrow 0
\end{gathered}
$$

where $q$ is a continuous positive potential tending to $+\infty$ at infinity; $U$ is a column vector with components $u_{1}$ and $u_{2}$ and $A$ is a square matrix with constant coefficients; moreover $A$ is a cooperative matrix (which means that its coefficients outside the diagonal are non negative). $F$ is a column vector with components $f_{1}$ and $f_{2}$ depending eventually on $U$. The real parameter $\mu$ varies near the principal eigenvalue of the system and plays a key role. According to its position it determines not only the sign of the solutions but also their position w.r.t. the groundstate.

Such systems have been intensively studied (very often for $\mu=0$ ) and mainly for Dirichlet problems defined on bounded domains ([16], [17], [18], [21], [20], [25], [12], [4]). When the whole $\mathbb{R}^{N}$ is considered, as here, 2 cases are generally studied: either "Schrödinger systems" ([1], [2], [3], [7]), that is system involving Schrödinger operators, as here, or systems with a weight tending to 0 ([23], [6]). It is also possible to consider a combination of these 2 problems with a potential $q$ and a weight $g$ :

$$
L U:=(-\Delta+q(x)) U=g(x) A U+\mu g(x) U+F(x, U) \text { in } \mathbb{R}^{N}
$$

as far as $\frac{g}{q}$ tends to 0 at infinity which is the condition for having some compactness and therefore a discrete spectrum.

The first results on Schrödinger systems, when $F$ does not depend on $U$ (linear systems) deal with cooperative systems and with the Maximum Principle (MP) that is:
"If the data $F$ is non negative, $\neq 0$, then, any solution $U$ is non negative".
As for the case of one equation, this Maximum Principle holds for a parameter $\mu<\Lambda^{*}$, where $\Lambda^{*}$ is the principal eigenvalue of the system, which means that $L U-A U-\Lambda^{*} U=0$ has a non zero solution which does not change sign.

For the classical case of an equation defined on a bounded domain with zero boundary conditions, $-\Delta u=\mu u+f(x), f>0$, Clément and Peletier [14] have shown that the solution $u$ changes sign as soon as $\mu$ goes over $\lambda_{1}$, the first eigenvalue of the Dirichlet Laplacian defined on $\Omega$. More precisely there exists a small positive $\delta$, depending on $f$, such that for all $\mu \in\left(\lambda_{1}, \lambda_{1}+\delta\right), u<0$. This phenomenon is known as "Anti-maximum Principle" (AMP).

In our present case, where we have no boundary, we have improved these results giving not only the sign of the solutions but also comparing the solutions with the groundstate (principal eigenfunction); it is what we call "groundstate positivity"(GSP) (resp. negativity) (resp. GSN). We extend in particular previous results established in [5] for linear systems to some semi-linear cooperative systems. For being not excessively technical, we limit our study to radial potentials and cooperative systems. Extensions to more general cases will appear somewhere else.

Our paper is organized as follows:
We recall first some previous results of the linear case that we use. Then we study a semilinear equation. Finally we study a cooperative semi-linear system.

## 2 Linear Case: one equation

We shortly recall the case of a linear equation with a parameter $\mu$ varying near the principal eigenvalue of the operator.

$$
\begin{gather*}
L u:=(-\Delta+q(x)) u=\mu u+f(x) \text { in } \mathbb{R}^{N},  \tag{E}\\
\lim _{|x| \rightarrow+\infty} u(x)=0 .
\end{gather*}
$$

$\left(H_{q}\right) \quad q$ is a positive continuous potential tending to $+\infty$ at infinity.
We seek $u$ in $V$ where

$$
V:=\left\{u \in L^{2}\left(\mathbb{R}^{N}\right) \text { s.t. }\|u\|_{V}=\left(\int|\nabla u|^{2}+q(x) u^{2}\right)^{1 / 2}<\infty\right\} .
$$

If $\left(H_{q}\right)$ is satisfied, the embedding of $V$ into $L^{2}\left(\mathbb{R}^{N}\right)$ is compact (see e.g. [19], [15]). Hence $L$ possesses an infinity of eigenvalues tending to $+\infty$ :

$$
0<\lambda_{1}<\lambda_{2} \leq \ldots \leq \lambda_{k} \leq \ldots, \lambda_{k} \rightarrow+\infty \text { as } k \rightarrow \infty
$$

Notation $(\Lambda, \phi)$ : We set from now on $\Lambda:=\lambda_{1}$ the smallest one (which is positive and simple) and $\phi$ the associated eigenfunction, positive and with $L^{2}$-norm $\|\phi\|=1$.

It is classical (see e.g. [24]) that if $f \geq 0, \neq 0$, and $\mu<\Lambda$, there exists exactly one solution which is positive: the positivity is "improved", or in other words, the (strong) maximum principle (MP) is satisfied:

$$
\begin{equation*}
f \geq 0, \not \equiv 0 \Rightarrow u>0 \tag{MP}
\end{equation*}
$$

Lately, as said above, another notion has been defined ([8], [10], [22]) the "groundstate positivity" (GSP) (resp. "negativity" (GSN)) which means that, there exists $k>0$ such that the solution $u>k \phi$ (GSP) (resp. $u<-k \phi$ (GSN)).

We also say shortly "fundamental positivity" or "negativity", or also " $\phi$-positivity" or "negativity". Indeed these properties are more precise than MP or AMP. But for proving them, it is necessary to have a potential growing fast enough, a potential with a super quadratic growth.

In [10] a class $\mathcal{P}$ of radial potentials is defined:

$$
\begin{equation*}
\mathcal{P}:=\left\{Q \in \mathcal{C}\left(\mathbb{R}_{+}, \mathbb{R}_{+}^{*}\right) / \exists R_{0}>0, Q^{\prime}>0 \text { a.e. on }\left[R_{0}, \infty\right), \int_{R_{0}}^{\infty} Q(r)^{-1 / 2}<\infty\right\} \tag{1}
\end{equation*}
$$

The last inequality holds precisely if $Q$ is growing sufficiently fast, indeed faster than $r^{2}$ (the harmonic oscillator). In this paper we consider only a radial potential $q \in \mathcal{P}$. Note that our proof is valid for more general potentials, in particular for perturbations of radial potential [9] or [10]. We assume here
$\left(H_{q}^{\prime}\right) \quad q$ is radial and is in $\mathcal{P}$
Remark 1 Note that since $q$ is in $\mathcal{P}$ it satisfies $\left(H_{q}\right)$.
On $f$ we assume
$\left(H_{f}^{*}\right) \quad f \in L^{2}\left(\mathbb{R}^{N}\right), \quad f^{1}=\int f \phi>0$.
For having more precise estimates on $u$, in particular the "groundstate negativity" (GSN), we have to define another set $X$ in which $f$ varies, the set of "groundstate bounded functions":

$$
\begin{equation*}
X:=\left\{h \in L^{2}\left(\mathbb{R}^{N}\right):|h| / \phi \in L^{\infty}\left(\mathbb{R}^{N}\right)\right\} \tag{2}
\end{equation*}
$$

equipped with the norm $\|h\|_{X}=e s s \sup _{\mathbb{R}^{n}}(|h| / \phi)$.
Theorem 1 Assume $\left(H_{q}^{\prime}\right)$ and $\left(H_{f}^{*}\right)$, $f \in X$. For $\mu<\Lambda$ or $\Lambda<\mu<\lambda_{2}$ there exists $\delta>0$ (defined below) depending on $f$ and a positive constant $C$, depending on $f$ such that if $0<|\Lambda-\mu|<\delta$,

$$
\begin{aligned}
& \Lambda-\delta<\mu<\Lambda \Rightarrow u \geq \frac{C}{\Lambda-\mu} \phi>0 \\
& \Lambda<\mu<\Lambda+\delta \Rightarrow u \leq \frac{C}{\Lambda-\mu} \phi<0
\end{aligned}
$$

Proof of Theorem 1 Decompose now $u$ and $f$ in $(E)$ on $\phi$ and its orthogonal:

$$
u=u^{1} \phi+u^{\perp} ; f=f^{1} \phi+f^{\perp} ; u^{1}=\int u \phi, \int u^{\perp} \phi=\int f^{\perp} \phi,=0 ;
$$

we derive from Equation $(E)$

$$
\begin{equation*}
(L-\mu) u^{1} \phi=(\Lambda-\mu) u^{1} \phi=f^{1} \phi, L u^{\perp}=\mu u^{\perp}+f^{\perp} . \tag{3}
\end{equation*}
$$

Choose $\mu<\Lambda$ or $\Lambda<\mu<\lambda_{2}$. From the first equation we derive

$$
u^{1}=\frac{f^{1}}{(\Lambda-\mu)} \rightarrow \pm \infty \text { as }(\Lambda-\mu) \rightarrow 0 .
$$

By use of Theorem 3.2 (c) in [9] or [10], we know that the restriction of the resolvent $(L-\mu)^{-1}$ to $X$ is bounded from $X$ into itself. The following lemma is a direct consequence of this result as it is shown in the proof of the Theorem 3.4 in [9].

Lemma 1 There exists $\delta_{0}$ small enough and there exists a constant $c_{0}$ (depending on $\delta_{0}$ ) such that for all $\mu$ with $\Lambda-\delta_{0}<\mu<\Lambda$ or $\Lambda<\mu<\Lambda+\delta_{0}<\lambda_{2}$,

$$
-c_{0}\left\|f^{\perp}\right\|_{X} \leq\left\|u^{\perp}\right\|_{X} \leq c_{0}\left\|f^{\perp}\right\|_{X} .
$$

Finally we take in account Lemma 1 and (3):

$$
\left\|u^{\perp}\right\|_{X} \leq c_{0}\left\|f^{\perp}\right\|_{X} \text { and } u=\frac{f^{1}}{\Lambda-\mu} \phi+u^{\perp}
$$

for $|\Lambda-\mu| \rightarrow 0, \frac{f^{1}}{\Lambda-\mu} \phi \rightarrow \pm \infty$ when $u^{\perp}$ stays bounded. Hence, for $|\Lambda-\mu|$ small enough, more precisely for $|\Lambda-\mu|<\delta_{1}(f):=\frac{f^{1}}{c_{0}\left\|f^{\perp}\right\|_{X}}$, we have

$$
\frac{f^{1}}{|\Lambda-\mu|}>c_{0}\left\|f^{\perp}\right\|_{X}
$$

We deduce that Theorem 1 is valid for $\delta:=\min \left\{\delta_{0}, \delta_{1}(f)\right\}$.

## 3 Semi-linear Schrödinger equation

We study now the case of a semi-linear equation. We first obtain bounds for the solutions, if they exist and then we show their existence via the method of "sub-super solutions". Finally, with additional assumptions, we prove the uniqueness of them.
Consider the semi-linear Schrödinger equation (SLSE)

$$
\begin{gather*}
L u:=(-\Delta+q(x)) u=\mu u+f(x, u) \text { in } \mathbb{R}^{N},  \tag{SLSE}\\
\lim _{|x| \rightarrow+\infty} u(x)=0 .
\end{gather*}
$$

We assume that the potential $q$ satisfies $\left(H_{q}^{\prime}\right)$ and we denote as above by $(\Lambda, \phi)$ the principal eigenpair with $\phi>0$.

We work in $L^{2}\left(\mathbb{R}^{N}\right)$ and we consider the problem in its variational formulation. We seek $u$ in $V$ for a suitable $f$.

We assume that $f$ satisfies :
$\left(H_{f}\right) f: \mathbb{R}^{N} \times \mathbb{R} \rightarrow \mathbb{R}$ is a Caratheodory function i.e. the function $f(\bullet, u)$ is Lebesgue measurable in $\mathbb{R}^{N}$, for every $u(x) \in \mathbb{R}$ and the function $f(x, \bullet)$ is continuous in $\mathbb{R}$ for almost every $x \in \mathbb{R}^{N}$. Moreover, $f$ is such that

$$
\begin{equation*}
\forall u \in L^{2}\left(\mathbb{R}^{N}\right), \quad f(., u) \in L^{2}\left(\mathbb{R}^{N}\right) \tag{i}
\end{equation*}
$$

(ii)

$$
\exists \kappa>0 \quad \text { s.t. } \quad \forall u \in V, \quad f(x, u) \geq \kappa \phi(x)>0
$$

$$
\exists K>\kappa>0 \quad \text { s.t. } \quad \forall u \in V, \quad f(x, u) \leq K \phi(x) .
$$

Later we also suppose
$\left(H_{f}^{\prime}\right) \quad \forall x \in \mathbb{R}^{N}, u \rightarrow \frac{f(x, u)}{|u|}$ is strictly decreasing
Remark 2 Note that, by (ii) and (iii), for any $u \in V, f(., u) \in X$ and hence the solutions, if they exist, are in $X$.

Let a parameter $\mu$ be given, with $|\mu-\Lambda|$ "small enough". In this section we prove groundstate positivity and negativity for the semi-linear Schrödinger equation.

Theorem 2 If $\left(H_{q}^{\prime}\right)$ and $\left(H_{f}\right)$ are satisfied, then there exists $\delta(f)>0(\delta=\delta(f):=$ $\min \left\{\delta_{0}, \delta_{1}^{\prime}(f):=\frac{\kappa}{c_{0} K}\right\}$ where $\delta_{0}$ and $c_{0}$ are given in Lemma 1) such that, for $0<|\mu-\Lambda|<\delta$ there exists a solution $u$ to (SLES) such that

$$
\|u\|_{X} \leq \frac{K}{|\Lambda-\mu|}+2 c_{0} K
$$

Also

- for $\Lambda-\delta<\mu<\Lambda, u>\frac{\kappa}{\Lambda-\mu} \phi>0$,
- for $\Lambda<\mu<\Lambda+\delta<\lambda_{2}, u<\frac{K}{\Lambda-\mu} \phi<0$.

Moreover if $\left(H_{f}^{\prime}\right)$ is satisfied, the solution to (SLSE) is unique.
Remark 3 If (ii) does not hold, for $\mu<\Lambda$, there exists a solution $u$ such that

$$
\|u\|_{X} \leq \frac{K}{|\Lambda-\mu|}+2 c_{0} K
$$

The existence is classical (e.g. [3]) and the estimate follows from the proof below.

## Proof of Theorem 2

We do the proof in 3 steps: first maximun and anti-maximum principles, secondly existence of the solution such that $u>\frac{\kappa}{\Lambda-\mu} \phi>0$ for $\Lambda-\delta<\mu<\Lambda$ and such that $u<\frac{K}{\Lambda-\mu} \phi<0$, for $\Lambda<\mu<\Lambda+\delta$, and thirdly the uniqueness.

## Step 1. Maximun and anti-maximum principles

We prove the positivity or negativity of the solutions exactly as for the linear case, but, since $f$ depends on $u$ we have to show that $\delta$ (which depends on $f$ in the linear case) is now uniform. This follows from hypotheses (ii) and (iii).

Let $u$ be a solution to $L u=\mu u+f(x, u)$. For this $u$, set

$$
f^{1}(u)=\int f(x, u) \phi(x) d x, f^{\perp}(x, u)=f(x, u)-f^{1}(u) \phi(x) .
$$

Also $u^{1}=\int u \phi(x) d x$ and $u^{\perp}=u-u^{1} \phi$.
Note that, always by (ii) and (iii), $0<\kappa \leq f^{1}(u) \leq K$.
With this decomposition, reporting in (SLSE), we obtain 2 equations:

$$
(L-\mu) u^{1} \phi=(\Lambda-\mu) u^{1} \phi=f^{1} \phi, L u^{\perp}=\mu u^{\perp}+f^{\perp} .
$$

Choose $\mu<\Lambda$ or $\Lambda<\mu<\lambda_{2}$. From the first equation we derive

$$
u^{1}=\frac{f^{1}}{(\Lambda-\mu)} \rightarrow \pm \infty \text { as }(\Lambda-\mu) \rightarrow 0 .
$$

Now we proceed exactly as for the linear case. By use of Theorem 3.2 (c) in [9] or [10], we know that the restriction of the resolvent $(L-\mu)^{-1}$ to $X$ is bounded from $X$ into itself. So by (iii) and by Lemma 1 there exists a $\delta_{0}$ small enough and there exists a constant $c_{0}$ (depending on $\delta_{0}$ ) such that for all $\mu$ with $|\Lambda-\mu|<\delta_{0}$,

$$
\left\|u^{\perp}\right\|_{X} \leq c_{0}\left\|f^{\perp}(x, u)\right\|_{X} \leq c_{0}\left\|f(x, u)-f^{1}(u) \phi(x)\right\|_{X} \leq 2 c_{0} K .
$$

Write now

$$
u=\frac{f^{1}(u)}{\Lambda-\mu} \phi+u^{\perp}
$$

Hence $\|u\|_{X} \leq \frac{f^{1}(u)}{|\Lambda-\mu|}+\left\|u^{\perp}\right\|_{X} \leq \frac{K}{|\Lambda-\mu|}+2 c_{0} K$. For $|\Lambda-\mu| \rightarrow 0, \frac{f^{1}}{\Lambda-\mu} \phi \rightarrow \pm \infty$ when $u^{\perp}$ stays bounded. For $|\Lambda-\mu|$ small enough, that is here $|\Lambda-\mu|<\delta_{1}^{\prime}(f):=\frac{\kappa}{2 c_{0} K}$, we get (since $f^{1}>0$ )

$$
\frac{f^{1}}{|\Lambda-\mu|} \geq \frac{\kappa}{|\Lambda-\mu|}>2 c_{0} K \geq c_{0}\left\|f^{\perp}\right\|_{X}
$$

Finally Maximum and anti-maximum principles are valid for
$\delta(f):=\min \left\{\delta_{0}, \delta_{1}^{\prime}(f)\right\}$.

## Step 2. Existence of solutions

We prove the existence of solutions by Schauder fixed point theory; for this purpose we need some classical elements: a set $\mathcal{K}^{ \pm}$constructed with the help of sub-super solutions and a compact operator $T$ acting in $\mathcal{K}^{ \pm}$such that $\mathcal{K}^{ \pm}$stays invariant by $T: T\left(\mathcal{K}^{ \pm}\right) \subset \mathcal{K}^{ \pm}$.

1: "Sub-super solution" :

- Case $\Lambda-\delta<\mu<\Lambda$.

Obviously, by (ii), $u_{0}=\frac{\kappa}{\Lambda-\mu} \phi>0$ is a subsolution:

$$
L\left(u-u_{0}\right)=\mu\left(u-u_{0}\right)+f-(\Lambda-\mu) u_{0}=\mu\left(u-u_{0}\right)+f-\kappa \phi
$$

and by (ii) and GSP, $u-u_{0} \geq 0$.
Analogously $u^{0}=\frac{K}{\Lambda-\mu} \phi>0$ ( $K$ given in (iii)) is a supersolution :

$$
L u^{0}=\frac{\Lambda}{\Lambda-\mu} K \phi=\Lambda u^{0}=\mu u^{0}+(\Lambda-\mu) u^{0} .
$$

Remark 4 The sub- and supersolutions tend to $+\infty$ as $\mu \nearrow \Lambda$.

- Case $\Lambda<\mu<\Lambda+\delta<\lambda_{2}$. $v^{0}=\frac{\kappa}{\Lambda-\mu} \phi<0$ is a supersolution. Indeed

$$
L\left(v^{0}-u\right)=\mu\left(v^{0}-u\right)+\kappa \phi-f
$$

and by $\left(H_{f}\right)$ and the anti-maximum $0>v^{0} \geq u$.
Analogously, $v_{0}=\frac{K}{\Lambda-\mu} \phi<0$ is a subsolution.
Remark 5 The sub- and supersolutions tend to $-\infty$ as $\mu \searrow \Lambda$.
Remark 6 Obviously, $u_{0}<u^{0}$ for $\Lambda-\delta<\mu<\Lambda$ (resp. $v_{0}<v^{0}$ for $\Lambda<\mu<\Lambda+\delta$ ).
2: The operator $T$
We define $T: u \in L^{2} \longrightarrow w=T u \in V$, where $w \in X$ is the unique solution to $L w=$ $\mu w+f(x, u)$.

3: The invariant set $\mathcal{K}^{+}:=\left[u_{0}, u^{0}\right]$ for $\Lambda-\delta<\mu<\Lambda$ (resp. $\mathcal{K}^{-}:=\left[v_{0}, v^{0}\right]$ for $\Lambda<\mu<$ $\Lambda+\delta$ ).
If $\mu<\Lambda$, by the maximum principle and the hypothesis (iii), $u \leq u^{0}$ implies $w \leq u^{0}$. Indeed,

$$
L\left(u^{0}-w\right)=\mu\left(u^{0}-w\right)+(\Lambda-\mu) u^{0}-f(x, u)=\mu\left(u^{0}-w\right)+K \phi-f(x, u) ;
$$

since, by $(i i i), K \phi-f(x, u) \geq 0$, we apply the maximum principle and hence $w \leq u^{0}$. The 3 other cases lead to analogous calculation.

4: $T$ is compact in $X$.
First note that $\mathcal{K}^{+} \subset X$ (resp. $\left.\mathcal{K}^{-} \subset X\right) . L w-\mu w=f(x, u)$ can also be written $w=$ $(L-\mu I)^{-1} f(x, u)=T(u)$. Since by [10], [9], the resolvent $R(\mu):=(L-\mu I)^{-1}$ is compact in $X$ for $\mu \in(\Lambda-\delta, \Lambda)$ or $(\Lambda, \Lambda+\delta)$, and since $F: u \rightarrow f(x, u)$ is continuous, $T=R(\mu) F$ is compact.

We deduce from Schauder fixed point theory that there exists a solution to $(S L S E)$ in $\mathcal{K}^{+}$, (resp. in $\mathcal{K}^{-}$).

## Step 3. Uniqueness

For proving uniqueness we follow [13], p. 57. First we assume not only $\left(H_{f}\right)$ but also $\left(H_{f}^{\prime}\right)$. Assume that $u$ and $v$ are two solutions:

$$
L u=\mu u+f(x, u), L v=\mu v+f(x, v)
$$

The solutions are in $X$ and we have shown that $u, v>u_{0}>0$ for $\Lambda-\delta<\mu<\Lambda$ (resp. $u, v<v^{0}<0$ for $\left.\Lambda<\mu<\Lambda+\delta\right)$. Hence we can write

$$
\frac{L u}{u}=\mu+\frac{f(x, u)}{u} ; \frac{L v}{v}=\mu+\frac{f(x, v)}{v} .
$$

By subtraction $q(x)$ and $\mu$ disappear. Multiply by $u^{2}-v^{2}$ and integrate.

$$
\int\left[\frac{-\Delta u}{u}+\frac{\Delta v}{v}\right]\left[u^{2}-v^{2}\right]=\int\left[\frac{f(x, u)}{u}-\frac{f(x, v)}{v}\right]\left[u^{2}-v^{2}\right] ;
$$

the last term is non positive by $\left(H_{f}^{\prime}\right)$.
We transform exactly as in [13] the first term.

$$
\begin{gather*}
\int\left[\frac{-\Delta u}{u}+\frac{\Delta v}{v}\right]\left[u^{2}-v^{2}\right]=\int\left|\nabla u-\frac{u}{v} \nabla v\right|^{2}+\left|\nabla v-\frac{v}{u} \nabla u\right|^{2}= \\
\int\left|v \nabla\left(\frac{u}{v}\right)\right|^{2}+\left|u \nabla\left(\frac{v}{u}\right)\right|^{2} \geq 0 \tag{4}
\end{gather*}
$$

therefore both terms are equal to 0 and

$$
u^{2}-v^{2}=0 \Rightarrow u=\text { va.e.; }
$$

by regularity, $u=v$.

## 4 Semi-linear cooperative system

We extend here to a class of semi-linear systems previous results shown in [5] where linear systems of the form $L U=\mu U+A U+F(x)$ are studied.

We study for $a>0, b>0, c>0$

$$
\left\{\begin{array}{l}
L u_{1}=(\mu+a) u_{1}+b u_{2}+f_{1}\left(x, u_{1}\right)  \tag{S}\\
L u_{2}=c u_{1}+(\mu+d) u_{2}+f_{2}\left(x, u_{2}\right)
\end{array} \quad \text { in } \mathbb{R}^{N}, .\right.
$$

$$
u_{1}(x), u_{2}(x)_{|x| \rightarrow \infty} \rightarrow 0 .
$$

We write shortly $L U=\mu U+A U+F(x, U)$, where $A$ is the cooperative matrix with components $a, b, c, d$ :

$$
A=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)
$$

Notation $\left(\xi_{1}, Y\right)$ : Denote $\xi_{1}$ the largest eigenvalue of $A$ (the other one being denoted by $\left.\xi_{2}\right) ; Y$ is the eigenvector associated with $\xi_{1}$ :

$$
\begin{gathered}
A Y=\xi_{1} Y \\
\xi_{1}=\frac{a+d+\sqrt{(a-d)^{2}+4 b c}}{2}
\end{gathered}
$$

An easy calculation shows that $(L-A)(Y \phi)=\left(\Lambda-\xi_{1}\right) Y \phi$; moreover here $Y \phi$ is with components which do not change sign: we choose both components of $Y$ positive:

$$
y_{1}=b>0, y_{2}=\frac{d-a+\sqrt{(a-d)^{2}+4 b c}}{2}>0 .
$$

Notation $\Lambda^{*}: \Lambda^{*}:=\Lambda-\xi_{1}$ is the principal eigenvalue of System $(S)$ with associated eigenvector $Y \phi$ :

$$
(L-A)(Y \phi)=\left(\Lambda-\xi_{1}\right) Y \phi=\Lambda^{*} Y \phi .
$$

Hypotheses We assume
$\left(H_{A}\right) \quad A$ is a $2 \times 2$ cooperative matrix with positive coefficients outside the diagonal.
$\left(H_{F}\right): \quad f_{1}, f_{2}: \mathbb{R}^{N} \times \mathbb{R} \rightarrow \mathbb{R}$ are Caratheodory function i.e. the functions $f_{1}\left(\bullet, u_{1}\right)$ or $f_{2}\left(\bullet, u_{2}\right)$ are Lebesgue measurable in $\mathbb{R}^{N}$, for every $u_{1}(x)$ or $u_{2}(x)$ in $\mathbb{R}$ and the functions $f_{1}(x, \bullet), f_{2}(x, \bullet)$ are continuous in $\mathbb{R}$ for almost every $x \in \mathbb{R}^{N}$. Moreover, $f_{1}, f_{2}$ are such that

$$
\begin{equation*}
\forall u_{1}, u_{2} \in L^{2}\left(\mathbb{R}^{N}\right), f_{1}\left(x, u_{1}\right), f_{2}\left(x, u_{2}\right) \in L^{2}\left(R^{N}\right) \tag{i}
\end{equation*}
$$

$$
\begin{equation*}
\exists \kappa>0 \text { s.t. } f_{1}\left(x, u_{1}\right), f_{2}\left(x, u_{2}\right) \geq \kappa \phi(x) \forall u_{1}, u_{2} \in L^{2}\left(\mathbb{R}^{N}\right), \tag{ii}
\end{equation*}
$$

$$
\begin{equation*}
\exists K>\kappa>0 \text { s.t. } f_{1}\left(x, u_{1}\right), f_{2}\left(x, u_{2}\right) \leq K \phi(x) \forall u_{1}, u_{2} \in L^{2}\left(\mathbb{R}^{N}\right) \tag{iii}
\end{equation*}
$$

$\left(H_{F}^{\prime}\right): \frac{f_{1}\left(x, u_{1}\right)}{\left|u_{1}\right|}$ and $\frac{f_{2}\left(x, u_{2}\right)}{\left|u_{2}\right|}$ are decreasing w.r.t. $u_{1}$ and $u_{2}$.
We introduce 2 sets :

$$
\begin{array}{r}
\mathcal{K}_{\mathcal{S}^{+}}:=\left\{\left(u_{1}, u_{2}\right) \in X^{2} / u_{1} \in\left(\frac{\kappa y_{1} \phi}{\max \left(y_{1}, y_{2}\right)\left(\Lambda^{*}-\mu\right)}, \frac{K y_{1} \phi}{\min \left(y_{1}, y_{2}\right)\left(\Lambda^{*}-\mu\right)}\right)\right. \\
\left.u_{2} \in\left(\frac{\kappa y_{2} \phi}{\max \left(y_{1}, y_{2}\right)\left(\Lambda^{*}-\mu\right)}, \frac{K y_{2} \phi}{\min \left(y_{1}, y_{2}\right)\left(\Lambda^{*}-\mu\right)}\right)\right\}
\end{array}
$$

for $\mu<\Lambda^{*}$, and

$$
\begin{array}{r}
\mathcal{K}_{\mathcal{S}}{ }^{-}:=\left\{\left(u_{1}, u_{2}\right) \in X^{2} / u_{1} \in\left(\frac{K y_{1} \phi}{\min \left(y_{1}, y_{2}\right)\left(\Lambda^{*}-\mu\right)}, \frac{\kappa y_{1} \phi}{\max \left(y_{1}, y_{2}\right)\left(\Lambda^{*}-\mu\right)}\right),\right. \\
\left.u_{2} \in\left(\frac{K y_{2} \phi}{\min \left(y_{1}, y_{2}\right)\left(\Lambda^{*}-\mu\right)}, \frac{\kappa y_{2} \phi}{\max \left(y_{1}, y_{2}\right)\left(\Lambda^{*}-\mu\right)}\right)\right\}
\end{array}
$$

for $\Lambda^{*}<\mu$.
Theorem 3 If $\left(H_{A}\right)$ and $\left(H_{F}\right)$ are satisfied there exists $\delta>0$, depending on $f_{1}$ and $f_{2}$ such that if $\Lambda^{*}-\delta<\mu<\Lambda^{*}\left(\right.$ resp. $\left.\Lambda^{*}<\mu<\Lambda^{*}+\delta\right)$, (with $\delta<\min \left\{\frac{\xi_{2}-\xi_{1}}{2}, \lambda_{2}-\Lambda\right\}$ ) System (S) has a solution which is in $\mathcal{K}_{\mathcal{S}}^{+}$, (resp. in $\mathcal{K}_{\mathcal{S}}^{-}$). Moreover, if $\left(H_{F}^{\prime}\right)$ is satisfied, the solution is unique.

Proof of Theorem 3 We use of course the results above as well as previous results for linear systems obtained in [5] where Theorem 3 is shown for suitable assumptions on $f_{1}$ and $f_{2}$ ( independent on $u$ ).

## 1. Maximun and anti-maximum principles

We diagonalize $\operatorname{System}(S)$ thanks to the change of basis matrix $P$, and we get a system of 2 equations. Here

$$
P=\left(\begin{array}{cc}
b & b \\
\xi_{1}-a & \xi_{2}-a
\end{array}\right), P^{-1}=\frac{1}{b\left(\xi_{1}-\xi_{2}\right)}\left(\begin{array}{cc}
a-\xi_{2} & b \\
\xi_{1}-a & -b
\end{array}\right),
$$

Set

$$
D:=P^{-1} A P=\left(\begin{array}{cc}
\xi_{1} & 0  \tag{5}\\
0 & \xi_{2}
\end{array}\right) ; U=P V ; G:=P^{-1} F .
$$

We obtain

$$
\begin{equation*}
L V=D V+\mu V+G \tag{6}
\end{equation*}
$$

which is a system of 2 equations (with obvious notation):

$$
\begin{aligned}
L v_{1} & =\left(\xi_{1}+\mu\right) v_{1}+g_{1}\left(u_{1}, u_{2}\right) ; \\
L v_{2} & =\left(\xi_{2}+\mu\right) v_{2}+g_{2}\left(u_{1}, u_{2}\right) .
\end{aligned}
$$

Note that $g_{1}$ and $g_{2}$ are in $X$.
The second equation, where the parameter $\xi_{2}+\mu$ stays away (below) from $\Lambda$, has a $\phi$ bounded solution $v_{2}$. Concerning the first equation, we apply Theorem 2 above. We compute $g_{1}, g_{2}$ and get

$$
\exists \kappa^{\prime}>0 \text { s.t. } g_{1}\left(x, u_{1}, u_{2}\right) \geq \kappa^{\prime} \phi(x) \forall u_{1}, u_{2} \in L^{2}\left(\mathbb{R}^{N}\right)
$$

$$
\exists K^{\prime}>\kappa^{\prime}>0 \text { s.t. } g_{1}\left(x, u_{1}, u_{2}\right),\left|g_{2}\left(x, u_{1}, u_{2}\right)\right| \leq K^{\prime} \phi(x) \forall u_{1}, u_{2} \in L^{2}\left(\mathbb{R}^{N}\right),
$$

where $\kappa^{\prime}$ and $K^{\prime}$ are 2 positive constants depending on $\kappa, K$ and on the coefficients of $A$. This follows from $\xi_{1}-\xi_{2}>0$ and $\left(a-\xi_{2}\right)=\frac{a-d}{2}+\frac{\sqrt{(a-d)^{2}+4 b c}}{2}$ with $(a-d)^{2}+4 b c>(a-d)^{2}$, so that

$$
g_{1}=\frac{1}{\xi_{1}-\xi_{2}}\left[\left(a-\xi_{2}\right) f_{1}+b f_{2}\right]>\kappa^{\prime} \phi>0 .
$$

Analoguously we have $g_{1}<K^{\prime} \phi$. Therefore Theorem 2 holds here with $\delta=\min \left(\delta_{0}, \frac{\kappa^{\prime}}{c_{0} K^{\prime}}, \frac{\xi_{1}-\xi_{2}}{2}\right)$. Finally we deduce from the maximum principle for $\Lambda^{*}-\delta<\mu<\Lambda^{*}$ that $v_{1}>\frac{\kappa^{\prime}}{\Lambda^{*}-\mu} \phi>0$.
If $\Lambda^{*}<\mu<\Lambda^{*}+\delta$, reasoning similarly, we deduce $v_{1}<\frac{K^{\prime}}{\Lambda^{*}-\mu} \phi<0$. As $\mu \rightarrow \Lambda^{*}$, $v_{1}$ tends to $\infty$ when $v_{2}$ stays bounded. Indeed, by Remark 3,

$$
\left\|v_{2}\right\|_{X} \leq \frac{K^{\prime}}{\left|\Lambda-\xi_{2}-\mu\right|}+2 c_{0} K^{\prime}<\frac{2 K^{\prime}}{\xi_{1}-\xi_{2}}+2 c_{0} K^{\prime}
$$

the last inequality follows from $\delta<\frac{\xi_{1}-\xi_{2}}{2}$.
Now we go back to $U=P V$.

$$
u_{1}=a v_{1}+b v_{2}, u_{2}=\left(\xi_{1}-a\right) v_{1}+\left(\xi_{2}-a\right) v_{2} .
$$

Combining the estimates above on $v_{1}$ and $v_{2}$, we conclude that, as $\left|\Lambda^{*}-\mu\right| \rightarrow 0$, there exists $\delta^{*}$, depending only on $L, A, \kappa, K$ such that as $\mu \nearrow \Lambda^{*}, u_{1}$ has the sign of $a>0$ and $u_{2}>0$. If $\mu \searrow \Lambda^{*}, u_{1}$ has the sign of $-a<0$ and $u_{2}<0$.

## 2. Existence of the solution in $\mathcal{K}_{\mathcal{S}}^{+}$, (resp. in $\mathcal{K}_{\mathcal{S}}^{-}$)

Sub-supersolutions:

1. Case $\Lambda^{*}-\delta^{*}<\mu<\Lambda^{*}$. Recall that $Y$ has positive components $y_{1}$ and $y_{2}$, and the principal eigenvector $\Phi=Y \phi$ satisfies

$$
L \Phi-\mu \Phi-A \Phi=\left(\Lambda^{*}-\mu\right) \Phi .
$$

Inspired by the case of one equation, we seek a subsolution $U_{0}$ of the form $c Y \Phi$.

$$
L\left(U-U_{0}\right)=A\left(U-U_{0}\right)+\mu\left(U-U_{0}\right)+\left(F(x, U)-\left(\Lambda^{*}-\mu\right) c \Phi\right)
$$

For $c$ such that $F(x, U)-\left(\Lambda^{*}-\mu\right) c Y \phi(x)>0$, for $\mu<\Lambda^{*}$, we get $U-U_{0}>0$ by the maximum principle. Finally, since $F(x, U)-\frac{\kappa}{\max \left(y_{1}, y_{2}\right)} Y \phi>0$, a subsolution is

$$
U_{0}=\frac{\kappa}{\max \left(y_{1}, y_{2}\right)} \frac{1}{\left(\Lambda^{*}-\mu\right)} Y \phi .
$$

Analogously $U^{0}=\frac{K}{\min \left(y_{1}, y_{2}\right)\left(\Lambda^{*}-\mu\right)} Y \phi$ is a supersolution.
2. Case $\Lambda^{*}<\mu<\Lambda^{*}+\delta^{*}$. We have similar results with change of sign and replacing $K$ by $\kappa$.

$$
\begin{aligned}
V_{0} & =\frac{K}{\min \left(y_{1}, y_{2}\right)\left(\Lambda^{*}-\mu\right)} Y \phi \\
V^{0} & =\frac{\kappa}{\max \left(y_{1}, y_{2}\right)} \frac{1}{\left(\Lambda^{*}-\mu\right)} Y \phi
\end{aligned}
$$

The operator $T$ : We define $T:\left(u_{1}, u_{2}\right) \longrightarrow\left(w_{1}, w_{2}\right)$ where $\left(w_{1}, w_{2}\right)$ is the solution to the linear system

$$
\begin{align*}
&\left\{\begin{aligned}
L w_{1}= & (a+\mu) w_{1}+b w_{2}+f_{1}\left(x, u_{1}\right) \\
L w_{2}= & c w_{1}+(d+\mu) w_{2}+f_{2}\left(x, u_{2}\right)
\end{aligned} \quad \text { in } \mathbb{R}^{N}, .\right. \\
& w_{1}(x), w_{2}(x)_{|x| \rightarrow \infty} \rightarrow 0 .
\end{align*}
$$

The rectangle: If $\left(u_{1}, u_{2}\right) \in \mathcal{K}_{\mathcal{S}}^{+}$for $\Lambda^{*}-\delta^{*}<\mu<\Lambda^{*}\left(\right.$ resp. $\left(u_{1}, u_{2}\right) \in \mathcal{K}_{\mathcal{S}}^{-}$for $\Lambda^{*}<\mu<$ $\left.\Lambda^{*}+\delta^{*}\right)$ then $\left(w_{1}, w_{2}\right) \in \mathcal{K}_{\mathcal{S}}^{+}\left(\operatorname{resp} \mathcal{K}_{\mathcal{S}}^{-}\right)$. Indeed, for $\Lambda^{*}-\delta^{*} \mu<\Lambda^{*}$, this can be written with obvious notations

$$
L\left(W-U_{0}\right)=(\mu+A)\left(W-U_{0}\right)+F ;
$$

for $\mu<\Lambda^{*}$, since $F$ has non negative components, $F \not \equiv 0$, then $W-U_{0}>0$. Analogously, we obtain the supersolution $U^{0}-W>0$.

We argue exactly as for one equation: $\mathcal{K}_{\mathcal{S}}^{+}$or $\mathcal{K}_{\mathcal{S}}^{-}$is invariant by $T$ and $L W=(A+\mu) W+$ $F(x, U)$ can be written $W=(L-A-\mu I)^{-1} \hat{F}(x, u)=T(U)$. Since by [10], [9], the resolvent $R(\mu):=(L-\mu I)^{-1}$ is compact in $X$ for $\mu \in\left(\Lambda^{*}-\delta^{*}, \Lambda^{*}\right)$ or $\left(\Lambda^{*}, \Lambda^{*}+\delta^{*}\right)$, and since $\hat{F}: u \rightarrow F(x, u)$ is continuous, $T=R(\mu) \hat{F}$ is compact.

We apply the fixed point theorem. There exists a solution $U$.

## 3. Uniqueness

We assume now $\left(H_{F}^{\prime}\right)$. assume there are 2 positive solutions $\left(u_{1}, u_{2}\right)$ and $\left(v_{1}, v_{2}\right)$ to $(S)$; for the first equation we have $L u_{1}=(\mu+a) u_{1}+b u_{2}+f_{1}\left(x, u_{1}\right)$ and $L v_{1}=(\mu+a) v_{1}+b v_{2}+f_{1}\left(x, v_{2}\right)$. Since we are in $\mathcal{K}^{+}$(resp. $\mathcal{K}^{-}$), divide by bu the first equation and by $b v_{1}$ the second one and subtract:

$$
\begin{equation*}
\frac{-\Delta u_{1}}{b u_{1}}+\frac{\Delta v_{1}}{b v_{1}}=\frac{u_{2}}{u_{1}}-\frac{v_{2}}{v_{1}}+\frac{f_{1}\left(x, u_{1}\right)}{b u_{1}}-\frac{f_{1}\left(x, v_{1}\right)}{b v_{1}} . \tag{7}
\end{equation*}
$$

Exactly as in [13] multiply by $\left(u_{1}^{2}-v_{1}^{2}\right)$ and integrate; hence

$$
\int\left(\frac{-\Delta u_{1}}{b u_{1}}+\frac{\Delta v_{1}}{b v_{1}}\right)\left(u_{1}^{2}-v_{1}^{2}\right)=\int\left(\frac{u_{2}}{u_{1}}-\frac{v_{2}}{v_{1}}+\frac{f_{1}\left(x, u_{1}\right)}{b u_{1}}-\frac{f_{1}\left(x, v_{1}\right)}{b v_{1}}\right)\left(u_{1}^{2}-v_{1}^{2}\right) .
$$

The first terme is non-negative by (4):

$$
\int\left(\frac{-\Delta u_{1}}{b u_{1}}+\frac{\Delta v_{1}}{b v_{1}}\right)\left(u_{1}^{2}-v_{1}^{2}\right)>0 .
$$

Then do exactly the same calculus with the second equation in $(S)$ and add these two lines: we derive from (7) that $T_{1}=T_{2}$ with

$$
\begin{aligned}
& T_{1}=\int\left(\frac{-\Delta u_{1}}{b u_{1}}+\frac{\Delta v_{1}}{b v_{1}}\right)\left(u_{1}^{2}-v_{1}^{2}\right)+\int\left(\frac{-\Delta u_{2}}{c u_{2}}+\frac{\Delta v_{2}}{c v_{2}}\right)\left(u_{2}^{2}-v_{2}^{2}\right) . \\
& T_{2}=\int\left(\frac{u_{2}}{u_{1}}-\frac{v_{2}}{v_{1}}+\frac{f_{1}\left(x, u_{1}\right)}{b u_{1}}-\frac{f_{1}\left(x, v_{1}\right)}{b v_{1}}\right)\left(u_{1}^{2}-v_{1}^{2}\right)+ \\
& \int\left(\frac{u_{1}}{u_{2}}-\frac{v_{1}}{v_{2}}+\frac{f_{2}\left(x, u_{2}\right)}{c u_{2}}-\frac{f_{2}\left(x, v_{2}\right)}{c v_{2}}\right)\left(u_{2}^{2}-v_{2}^{2}\right) .
\end{aligned}
$$

Of course the 1 st term $T_{1}$ is non-negative by (4). By $\left(H_{F}^{\prime}\right)$,

$$
\int\left(\frac{f\left(x, u_{1}\right)}{b u_{1}}-\frac{f_{1}\left(x, v_{1}\right)}{b v_{1}}\right)\left(u_{1}^{2}-v_{1}^{2}\right)+\int\left(\frac{f_{2}\left(x, u_{2}\right)}{c u_{1}}-\frac{f_{2}\left(x, v_{2}\right)}{c v_{1}}\right)\left(u_{2}^{2}-v_{2}^{2}\right)<0 .
$$

We develop what is left and get

$$
\begin{aligned}
\int\left(\frac{u_{2}}{u_{1}}-\frac{v_{2}}{v_{1}}\right)\left(u_{1}^{2}-v_{1}^{2}\right)+\int & \left(\frac{u_{1}}{u_{2}}-\frac{v_{1}}{v_{2}}\right)\left(u_{2}^{2}-v_{2}^{2}\right)= \\
& -\int\left(\sqrt{\frac{u_{2} v_{1}^{2}}{u_{1}}}-\sqrt{\frac{u_{1} v_{2}^{2}}{u_{2}}}\right)^{2}-\int\left(\sqrt{\frac{v_{2} u_{1}^{2}}{v_{1}}}-\sqrt{\frac{v_{1} u_{2}^{2}}{v_{2}}}\right)^{2}<0
\end{aligned}
$$

Hence $T_{1}=T_{2}=0$ and $u_{1}=v_{1}, u_{2}=v_{2}$. The solution is unique.
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## Dieter Schott

## Some Remarks on a Statistical Selection Procedure of Bechhofer for Expectations

ABSTRACT. Following a Bechhofer statistical selection procedure we discuss from an analytical and from a probabilistic point of view why the real function

$$
F(x)=\int_{-\infty}^{+\infty} \Phi^{a-t}(z+r \sqrt{x}) \cdot t(1-\Phi(z))^{t-1} \varphi(z) d z
$$

is for $x \geq 0$ and fixed integer parameters $a>0, t \in] 0, a[$ as well as real parameters $r>0$ and $\beta \in] 0,1[$ strictly monotone increasing and bounded by 1 . Here $\varphi$ and $\Phi$ denote the p.d.f. and c.d.f. of the standard normal distribution. Numerical procedures are described to determine the minimal natural $n$ satisfying the inequality $F(n) \geq K$ where $0<K<1$. The dependence of $n$ on the parameters $a, t$ and $r$ is investigated, too. Some simulation results are given and discussed for $t>1$.
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## 1 Introduction

In the textbooks [2], p. 489f., and [3], p. 513f., statistical selection procedures are described to separate the $t$ in some sense best populations from a collection of $a$ normally distributed populations with unknown expectations and the same known variance $\sigma^{2}$ for a given risk $\beta \in] 0,1\left[\right.$ of wrong decision. More precisely, the populations $G_{i}(i=1, \ldots, a)$ in the collection

$$
L=\left\{G_{1}, G_{2}, \ldots, G_{a}\right\}
$$

with characteristics $\mathbf{u}_{i}$ are assumed to be ranked according to increasing (not decreasing) expectations (means) $\mu$ as follows:

$$
\left(G_{(1)}, \mu_{(1)}\right),\left(G_{(2)}, \mu_{(2)}\right), \ldots,\left(G_{(a)}, \mu_{(a)}\right) .
$$

Then $L$ is to partition into two sets

$$
M=\left\{G_{(a)}, \ldots, G_{(a-t+1)}\right\}, N=\left\{G_{(a-t)}, \ldots, G_{(1)}\right\}
$$

where $M$ is the top set with the $t$ best populations. As a prerequisite we assume that there is a gap

$$
\begin{equation*}
d(M, N)=\left|\mu_{(a-t+1)}-\mu_{(a-t)}\right| \geq \delta>0 \tag{1.1}
\end{equation*}
$$

between the top populations and the remaining ones. The populations are selected taking stochastically independent random samples

$$
\left(\mathbf{u}_{i 1}, \mathbf{u}_{i 2}, \ldots, \mathbf{u}_{i n}\right)
$$

of $G_{i}(i=1, \ldots, a)$ with constant size $n$ and ranking $G_{i}$ according to their sample means $\overline{\mathbf{u}}_{i}$ obtaining a set $\mathbf{M}_{s}$ of $t$ populations $G_{i}$. The question is if

$$
P\left(\mathbf{M}_{s}=M \mid d(M, N) \geq \delta\right) \geq 1-\beta
$$

The number $n$ has to be great enough such that $\mathbf{M}_{s}$ satisfies this condition, but not too great to reduce the effort of ranking. Hence, we look for a minimal or at least nearly minimal such $n$.
Following [1] this problem is solved under the gap assumption (1.1) and the natural condition

$$
\begin{equation*}
\frac{1}{\binom{a}{t}}<1-\beta \tag{1.2}
\end{equation*}
$$

if $n$ fulfils the inequality

$$
\begin{equation*}
\int_{-\infty}^{+\infty} \Phi^{a-t}\left(z+\frac{\delta}{\sigma} \sqrt{n}\right) \cdot t(1-\Phi(z))^{t-1} \varphi(z) d z \geq 1-\beta \tag{1.3}
\end{equation*}
$$

(see also [2], p. 494 and [3], p. 517, respectively). Here $\varphi$ is as usual the probability density function (or p.d.f) and $\Phi$ the cumulative distribution function (or c.d.f.) of the standard normal distribution $N(0,1)$. For an analytical investigation it is useful to introduce the real function

$$
\begin{equation*}
F(x):=\int_{-\infty}^{+\infty} \Phi^{a-t}(z+r \sqrt{x}) \cdot t(1-\Phi(z))^{t-1} \varphi(z) d z, \quad x \geq 0 \tag{1.4}
\end{equation*}
$$

and the constants

$$
r:=\frac{\delta}{\sigma}, \quad K:=1-\beta .
$$

It is easy to see that the improper integral in (1.4) exists and $F(x)$ is defined. Besides $F(x)$ is a real extension of the left-hand side of the inequality in (1.3). Hence, a reformulation of condition (1.3) reads

$$
\begin{equation*}
F(n) \geq K \tag{1.5}
\end{equation*}
$$

The function $F$ in (1.4) is called Bechhofer function in the following. Observe that in the paper [5] the function $f(x)=\frac{1}{t} F(x)$ is used instead of $F(x)$.

## 2 Problem Analysis and Probabilistic Interpretation

The condition (1.1) is chosen from a practical point of view to get a reasonable separation of the two sets $M$ and $N$. On the other hand: in the case $\delta=0$, i.e. $r=0$, we would get in (1.4) simply a constant $F(x)=F(0)$. Thus (1.5) would be fulfilled for all natural $n$ or for no natural $n$.
The condition (1.2) has also an important practical meaning. If it is violated, then no selection process is necessary. Without sampling one could denote any of the $\binom{a}{t}$ subsets of size $t$ by $\mathbf{M}_{s}$ satisfying the above probability condition.
The condition (1.3) can be given a simple probabilistic interpretation. Taking the extreme cases with

$$
\mu_{(a)}=\ldots=\mu_{(a-t+1)}=m+\delta, \quad \mu_{(a-t)}=\ldots=\mu_{(1)}=m
$$

for some $m \in R$ into consideration then the probability of a correct decision is just

$$
\begin{equation*}
P\left(\mathbf{V}_{M}+r \sqrt{n} \geq \mathbf{V}_{N}\right)=F(n) \tag{2.1}
\end{equation*}
$$

where

$$
\mathbf{V}_{M}=\min _{i=a-t+1, \ldots, a} \mathbf{v}_{(i)}, \quad \mathbf{V}_{N}=\max _{i=1, \ldots, a-t} \mathbf{v}_{(i)}
$$

and the $\mathbf{v}_{(i)}$ are the independently and identically distributed (i.i.d.) standard normal random variables obtained from the corresponding sample means $\overline{\mathbf{u}}_{(i)}$. Replacing $r \sqrt{n}$ by the real variable $y$ and the statistic $\mathbf{V}_{N}-\mathbf{V}_{M}$ by $\mathbf{D}$ this can be rewritten in the generalized form

$$
\begin{equation*}
G(y)=P(\mathbf{D} \leq y)=\int_{-\infty}^{+\infty} F_{N}(z+y) f_{M}(z) d z \tag{2.2}
\end{equation*}
$$

with the functions

$$
F_{N}(z):=\Phi^{a-t}(z), \quad f_{M}(z):=t(1-\Phi(z))^{t-1} \varphi(z) .
$$

Here $F_{N}$ is the c.d.f. of $\mathbf{V}_{N}$ and $f_{M}$ is the p.d.f. of $\mathbf{V}_{M}$. Besides, we have the relation

$$
\begin{equation*}
F(x)=G(r \sqrt{x}), \quad x \geq 0 \tag{2.3}
\end{equation*}
$$

In [1], [2] and [3] tables for $r \sqrt{n}$ can be found for some special parameters though only for small values of $a$. We look for a general solution of the problem to support an extensive simulation study [4] and further experiments.
The Bechhofer problem simplifies for $t=1$. Then an effective formula for a minimal $n$ exists using $\beta$-quantiles of an ( $a-1$ )-dimensional normal distribution (see again [2] and [3]). Hence, we treat especially the cases $t>1$.

## 3 Global Properties of the Bechhofer Function

The behavior of the Bechhofer function is crucial for the solution of the Bechhofer selection problem. It is interesting to compare different approaches for proving statements about this function. We use here on the one hand basic facts of analysis and on the other hand basic facts of probability calculus given as supplements.
We start with the integrand in (1.4) denoted by

$$
\begin{equation*}
I(x, z)=I(x, z ; a, t, r):=\Phi^{a-t}(z+r \sqrt{x}) \cdot t(1-\Phi(z))^{t-1} \varphi(z), \tag{3.1}
\end{equation*}
$$

where $a \in \mathbb{N}, t \in \mathbb{N}, t<a, r \in \mathbb{R}, r>0$ are parameters and $z \in \mathbb{R}, x \in \mathbb{R}_{+}$are variables. By the way, another representation is

$$
I(x, z)=-\Phi^{a-t}(z+r \sqrt{x}) \cdot \frac{d}{d z}(1-\Phi(z))^{t}
$$

In the paper [5] modified integrands $i(x, z):=\frac{1}{t} \cdot I(x, z)$ are plotted for $a=10, t=3, r=1$ and $x=n=0,1, \ldots, 5$ using MATLAB. These integrands turn out to be unimodal for fixed $n$. The global maxima $i\left(n, z_{\max }\right)$, and also $I\left(n, z_{\max }\right)$, increase and their positions $z_{\max }$ walk to the left with increasing $n$.
We consider the two functions

$$
\begin{gathered}
F(x)=F(x ; a, t, r)=\int_{-\infty}^{+\infty} I(x, z) d z \\
F_{N}(x)=F_{N}(x ; a, t, r)=\int_{-N}^{+N} I(x, z) d z
\end{gathered}
$$

where $N$ is an appropriate positive number. The cut function $F_{N}$ of the Bechhofer function $F$ comes into play if numerical integration is used to compute the improper integral. In the paper [5] a modified cut function $f_{N}(x):=\frac{1}{t} \cdot F_{N}(x)$ is plotted for $a=10, t=3, r=1$ and $N=5$ using MATLAB. We state some general properties of these functions.

Proposition 3.1 The Bechhover function $F(x)$ and its cut version $F_{N}(x)$ are continuous, strictly monotone increasing and bounded for all $x \geq 0$ as well as smooth for all $x>0$. The difference of both functions satisfying the relation $0<F_{N}(x)<F(x)$ for all $x \geq 0$ can be made (uniformly in $x$ ) arbitrary small for sufficiently large $N$.

Proof: The integrand $I(x, z)$ is composed of continuous functions and is itself continuous with respect to $z$ and $x$. Therefore both $F(x)$ and $F_{N}(x)$ are continuous.
The integrand $I(x, z)$ is strictly monotone increasing with respect to $x$ (for fixed $z$ ) taking the strict monotony of $\sqrt{x}$ and the powers of $\Phi(z)$ into account. Consequently, both $F(x)$ and $F_{N}(x)$ are strictly monotone increasing. Further, the integrand satisfies the estimations

$$
0<I(x, z)<t[1-\Phi(z)]^{t-1} \varphi(z)<t \varphi(z)
$$

since the values of $\Phi$ are contained in the interval $] 0,1[$. Thus we have

$$
0<F_{N}(x)<F(x)<t \int_{-\infty}^{+\infty} \varphi(z) d z=t
$$

Hence, $F$ and $F_{N}$ are bounded (e.g. by $t$ ).
The functions in the integrand $I(x, z)$ are arbitrarily often differentiable for all arguments with the exception of $\sqrt{x}$ where $x>0$ is necessary. Since

$$
F^{(k)}(x)=\int_{-\infty}^{+\infty} \frac{\partial^{k}}{\partial x^{k}} I(x, z) d z, \quad x>0
$$

holds for $k \in \mathbb{N}$, the smoothness follows for $x>0$ using rules of differential calculus.
Finally we get

$$
\begin{aligned}
F(x) & =F_{N}(x)+R_{N}(x), \\
0 & <R_{N}(x)=\int_{-\infty}^{-N} I(x, z) d z+\int_{N}^{+\infty} I(x, z) d z<2 t \int_{N}^{+\infty} \varphi(z) d z \\
& =2 t(1-\Phi(N))
\end{aligned}
$$

Consequently, the difference $R_{N}(x)$ of both functions can be made smaller than $\varepsilon$ for $N>$ $\Phi^{-1}\left(1-\frac{\varepsilon}{2 t}\right)$.

Supplement 3.1 The continuity and the monotony of $F(x)$ can also be derived from (2.2) and (2.3) since $G$ is a continuous c.d.f. It follows also that $F(x)$ is even bounded by 1 .

## 4 Local Properties of the Bechhofer Function

First we present an interesting statement for improper integration with respect to functions involving p.d.f. and c.d.f. of the normal distribution.

Lemma 4.1 For nonnegative integers $l$ and $m$ it holds

$$
\begin{aligned}
J_{l, m} & :=\int_{-\infty}^{+\infty} \Phi^{l}(z) \cdot(1-\Phi(z))^{m} \varphi(z) d z=\sum_{i=0}^{m}\binom{m}{i} \cdot \frac{(-1)^{i}}{l+i+1} \\
& =\frac{m!}{(l+1) \cdot(l+2) \cdot \ldots \cdot(l+m+1)}=\frac{l!\cdot m!}{(l+m+1)!} \\
& =\frac{1}{(m+1) \cdot\binom{l+m+1}{m+1}} .
\end{aligned}
$$

Proof: The first assertion can be shown by partial integration and the other ones by mathematical induction and simple transformations. In [6] a corresponding result is proved in detail with a more general integrand.

Remark 4.1 The final result in Lemma 4.1 can also be proved by applying the substitution $u=\Phi(z)$ in the integral. Then $d u=\varphi(z) d z$, and the integral is reduced to the Euler beta function and gamma function, respectively. Namely, it is

$$
\begin{aligned}
J_{l, m} & =\int_{0}^{1} u^{l}(1-u)^{m} d u=B(l+1, m+1)=\frac{\Gamma(l+1) \cdot \Gamma(m+1)}{\Gamma(l+m+2)} \\
& =\frac{l!\cdot m!}{(l+m+1)!}
\end{aligned}
$$

Proposition 4.1 The Bechhofer function $F(x)$ starts with the value

$$
F(0)=\frac{1}{\binom{a}{t}}
$$

and tends from below to

$$
F(\infty)=\lim _{x \rightarrow+\infty} F(x)=1 .
$$

Its range is

$$
R(F)=\left[\frac{1}{\binom{a}{t}}, 1[.\right.
$$

Further, the ascent (gradient) of $F(x)$ starts vertical and ends horizontal, that is

$$
F^{\prime}(0+0)=\lim _{x \rightarrow+0} F^{\prime}(x)=+\infty, \quad F^{\prime}(\infty)=\lim _{x \rightarrow+\infty} F^{\prime}(x)=0
$$

Proof: We get from Lemma 4.1 putting $l=a-t$ and $m=t-1$

$$
F(0)=t \cdot J_{a-t, t-1}=t \cdot \frac{1}{t\binom{a}{t}}=\frac{1}{\binom{a}{t}}
$$

and putting $l=0$ and $m=t-1$

$$
F(\infty)=t \cdot J_{0, m-1}=t \cdot \frac{1}{t}=1
$$

since then the continuous function $\Phi$ in the integrand tends to 1 . As $F$ is strictly monotone increasing and continuous by Proposition 3.1 the limit is reached from below and the range $R(F)$ is as asserted.
Now we calculate under observation of (3.1)

$$
\frac{\partial}{\partial x} I(x, z)=\frac{r t(a-t)}{2} \frac{\Phi^{a-t-1}(z+r \sqrt{x}) \cdot \varphi(z+r \sqrt{x})}{\sqrt{x}} \cdot(1-\Phi(z))^{t-1} \varphi(z)
$$

which is defined for all $x>0$. This implies

$$
\begin{aligned}
F^{\prime}(0+0) & =\lim _{x \rightarrow+0} F^{\prime}(x)=\lim _{x \rightarrow+0} \int_{-\infty}^{+\infty} \frac{\partial}{\partial x} I(x, z) d z \\
& =\lim _{x \rightarrow+0} \frac{r t(a-t)}{2 \sqrt{x}} \cdot \int_{-\infty}^{+\infty} \Phi^{a-t-1}(z)(1-\Phi(z))^{t-1} \cdot \varphi^{2}(z) d z \\
& =+\infty
\end{aligned}
$$

Here we remark that the improper integral exists and is finite because

$$
\begin{gathered}
\int_{-\infty}^{+\infty} \Phi^{a-t-1}(z)(1-\Phi(z))^{t-1} \cdot \varphi^{2}(z) d z \\
<\int_{-\infty}^{+\infty} \Phi^{a-t-1}(z)(1-\Phi(z))^{t-1} \cdot \varphi(z) d z \\
=J_{a-t-1, t-1}=\frac{1}{(a-t) \cdot\binom{a-1}{t}}
\end{gathered}
$$

considering $0<\varphi(z)<1$ for all $z$ and Lemma 4.1. Finally, we have

$$
\begin{aligned}
F^{\prime}(\infty) & =\lim _{x \rightarrow+\infty} \int_{-\infty}^{+\infty} \frac{\partial}{\partial x} I(x, z) d z \\
& =\lim _{x \rightarrow+\infty} \frac{r t(a-t)}{2 \sqrt{x}} \cdot \int_{-\infty}^{+\infty} 0 d z=0 .
\end{aligned}
$$

Supplement 4.1 The value $F(0)$ in Proposition 4.1 is also obvious from the probabilistic point of view. Consider that $F$ is continuous and $x=n=0$ corresponds to the case of no sampling where each of the $\binom{a}{t}$ selections is equiprobable.
The value $F(\infty)=1$ is intuitively clear because for sampling sizes $n \rightarrow \infty$ the means $\bar{u}_{i}$ converge to the expectations $\mu_{i}$ for all $i \in\{1, \ldots, a\}$. Another argument is based on (2.2) and (2.3). $G$ is a c.d.f. and $F(\infty)=G(\infty)=1$. Besides, we have also $F^{\prime}(\infty)=G^{\prime}(\infty)=0$ because of

$$
F^{\prime}(x)=G^{\prime}(r \sqrt{x}) \cdot \frac{r}{2 \sqrt{x}} .
$$

## 5 About the solution of the Bechhofer Problem

Theorem 5.1 For each constant $K \in] \frac{1}{\binom{a}{t}}, 1\left[\right.$ there is a unique argument $x=x_{K}>0$ of the Bechhofer function F satisfying

$$
F(x)=K .
$$

This $x_{K}$ can be written as $x_{K}=F^{-1}(K)$. The solution set of

$$
F(x) \geq K
$$

is given by the elements $x \geq x_{K}$.

Proof: The assertions are direct consequences of Proposition 3.1 and Proposition 4.1. Besides, Proposition 3.1 ensures that the inverse function of $F$ exists.

Principally $x_{K}$ can also be derived from the c.d.f. $G$ given in (2.2) taking (2.3) into account. Then we get

$$
x_{K}=\left(\frac{G^{-1}(K)}{r}\right)^{2} .
$$

An analogue statement exists for the cut function $F_{N}$. The approximative solution $\tilde{x}_{K}=$ $F_{N}^{-1}(K)$ of $F_{N}(x)=K$ satisfies $\tilde{x}_{K}>x_{K}$.

Corollary 5.1 Under the conditions (1.1) and (1.2) there is a minimal natural $n=n_{B}$ such that (1.3) is fulfilled for all natural $n \geq n_{B}$.

Proof: We consider the reformulation (1.5) of (1.3) using the Bechhofer function (1.4) which involves already the gap number $\delta$ from (1.1). Here it is $K=1-\beta$. If (1.2) holds we choose $\frac{1}{\binom{a}{t}}<K<1$ and can apply Theorem 5.1. Then $F(x) \geq K$ is fulfilled just for all $x \geq x_{K}=F^{-1}(K)$ and (1.5) just for all natural $n \geq n_{B}:=\left\lceil x_{K}\right\rceil$.

Remark 5.1 The Corollary shows that the number $n_{B}$ indicates the minimal sampling size for the Bechhofer selection problem.

Let us now turn to practical solution methods of our problem. In statistically relevant cases condition (1.2) is fulfilled such that we can concentrate on condition (1.3), i. e. the Bechhofer function $F(x)$. Using mathematical software the p.d.f. $\varphi$ and the c.d.f. $\Phi$ of the standard normal distribution are predefined or can be easily defined. We can work with natural arguments $n$ or real arguments $x$ to solve the Bechhofer selection problem. We start with the first possibility which is realized by a MATLAB program in [5].
Then we declare the integrand $I(n, z)$. The cut number $N$ is chosen great enough, $K=1-\beta$ is determined and a numerical procedure to calculate the definite integrals $F_{N}(n)$ is used (trapezoidal rule, Simpson's rule or some more sophisticated method) such that a certain accuracy is realized for integration. It is not necessary to use numerical top methods since $F_{N}$ has a very simple behavior. Starting with $n=0$ the natural number $n$ is increased step by step as long until $F_{N}(n)$ jumps over $K$ (e.g. by using a while-loop). We know that $F(n)$ is than over $K$, too. The program should print this last $n=n_{B}$ as the one we looked for. Considering the numerical errors it can happen if we are not careful enough that $n_{B}$ is chosen one unit too large. But this is meaningless for practical applications.
Another possibility is to replace $n$ by real $x \geq 0$. Then $F_{N}$ becomes a continuous, strongly monotone function $F_{N}(x)$ which takes the value $K$ exactly once, say at $x=\tilde{x}_{K} \approx x_{K}$. Then numerical methods can be used to determine the zero of $F_{N}(x)-K=0$ for sufficient large $N$ (bisection, Newton's method or other ones). In this case we get $n_{B}$ by rounding $\tilde{x}_{K}$ off to the next integer. This approach will be used in this paper on the basis of MATLAB and in the simulation study [4] on the basis of the statistical software R .

## 6 About Simulation Results

In the paper [5] a MATLAB program is presented implementing the solution method mentioned above for natural $n$ and using the function 'quad' for numerical quadrature (adaptive Simpson's rule). For

$$
\begin{gathered}
a=30,50,100,200 ; \quad t=2,3 \\
r=0.5,1 ; \quad \beta=0.05
\end{gathered}
$$

the minimal sample sizes $n=n_{B}$ are calculated. The simulation shows that $n_{B}$ increases for decreasing $r$, increasing $t$ and increasing $a-t$ assuming the other parameters are fixed. This can also easily be seen by theoretical considerations.
Considering the expression $r \sqrt{x}$ in (1.4) we have

$$
c r \cdot \sqrt{\frac{x}{c^{2}}}=r \sqrt{x}, \quad c>0 .
$$

Consequently, multiplying $r$ with the factor $c$ means dividing $x=x_{K}$ by $c^{2}$. Thus we can restrict ourselves to $r=1$.
In [5] the relation between the calculated $a$ and $n_{B}$ is fit for $t=2, r=1$ and the mentioned values of $a$ very well by a logarithmic term. This fact can be explained at least for large $a$ and moderate fixed $t$. It is well-known that for independent standard normal random variables $\mathbf{v}_{(i)}(i=1, \ldots, a-t)$ the relation

$$
\mathbf{V}_{N}=\max _{i=1, \ldots, a-t} \mathbf{v}_{(i)} \approx \sqrt{2 \ln (a-t)}
$$

holds as $a-t$ gets large. Using this in (2.1) with $r=1$ we have

$$
P\left(\mathbf{V}_{M}+\sqrt{n_{B}} \geq \sqrt{2 \ln a}\right) \approx F\left(n_{B}\right) \approx K
$$

replacing $\ln (a-t)$ by $\ln a$ for relatively small $t$ and taking in (1.5) the limit case. Since $\mathbf{V}_{M}$ is fixed for fixed $t$ we obtain

$$
n_{B} \approx 2 \ln a+c_{t, K} .
$$

with a constant $c_{t, K}$ depending only on $t$ and $K$.
This asymptotic estimate can also be used with $x_{K}$ instead of $n_{B}$.
By Proposition 4.1 and because of $K=1-\beta=0.95$ we get for certain $a>2$ and $t=2$

$$
F(0)=\frac{2}{a \cdot(a-1)}, \quad F(\infty)=1
$$

and for certain $a>3$ and $t=3$

$$
F(0)=\frac{3}{a \cdot(a-1) \cdot(a-2)}, \quad F(\infty)=1
$$

Thus, the Bechhofer function starts with small or very small values $F(0)$. The critical lower bound $K$ and the supremum $F(\infty)$ of $F$ form a narrow strip.
As already mentioned, in this paper we use a MATLAB program based on a zero method for real arguments $x$ to determine first $x=x_{K}$ and then $n=n_{B}$. The next tables contain the simulation results for $x_{K}$, rounded to two digits after the decimal point, and for $n_{B}$.

Table 1: case $r=1$ and $t=2$

| $a$ | 30 | 50 | 100 | 200 |
| :---: | :---: | :---: | :---: | :---: |
| $x_{K}$ | 17.71 | 19.36 | 21.50 | 23.59 |
| $n_{B}$ | 18 | 20 | 22 | 24 |

Table 2: case $r=1$ and $t=3$

| $a$ | 30 | 50 | 100 | 200 |
| :---: | :---: | :---: | :---: | :---: |
| $x_{K}$ | 19.19 | 20.93 | 23.18 | 25.35 |
| $n_{B}$ | 20 | 21 | 24 | 26 |

If we multiply $x_{K}$ with 4 and round off to the next integer we get the corresponding results for $r=0.5$ instead of $r=1$ (compare results in [5]). If we consider the difference $x_{K}(a)-2 \ln a$ for the given $a$, then it increases only slowly. This seems to manifest the above derived asymptotic estimate. But for a more accurate analysis we would need values $x_{K}(a)$ for still greater $a$.
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## Two-Scale Difference Equations with a Parameter and Power Sums related to Digital Sequences


#### Abstract

This paper is a direct continuation of [19] concerning the representation of power sums related to digital sequences. Foundation is beside article [19] an existence theorem for differentiable solutions of certain two-scale difference equations with a parameter. By means of such solutions and a method developed in [19] we are able to give an explicit representation for general sums related to digital sequences. In particular, we give a summation formula for power sums of the sum of digits and incidentally, we find a new property of the Bernoulli polynomials.
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## 1 Introduction

We consider a two-scale difference equation with a parameter $x \in X \subseteq \mathbb{R}$ of the form

$$
\begin{equation*}
\varphi\left(\frac{t}{p}, x\right)=\sum_{r=0}^{p-1} c_{r}(x) \varphi(t-r, x) \quad(t \in \mathbb{R}) \tag{1.1}
\end{equation*}
$$

with an integer $p>1$ and real or complex coefficients $c_{r}(x)$ where $c_{0}(x) c_{p-1}(x) \neq 0$ and

$$
\begin{equation*}
\sum_{r=0}^{p-1} c_{r}(x)=1 \quad(x \in X) . \tag{1.2}
\end{equation*}
$$

It is known that for such $x \in X$ where $\left|c_{r}(x)\right|<1$ for $r=0,1, \ldots, p-1$ the equation (1.1) has a solution $\varphi(t, x)$ satisfying

$$
\begin{equation*}
\varphi(t, x)=0 \quad \text { for } \quad t<0, \quad \varphi(t, x)=1 \quad \text { for } \quad t>1 \tag{1.3}
\end{equation*}
$$

which is continuous with respect to $t$, cf. [18], see also [7], [11]. We show that if coefficients $c_{r}(x)$ are $k$-times differentiable then the solution $\varphi(t, x)$ is $k$-times differentiable with respect
to $x$ (Theorem 2.1, Theorem 2.2). This result is the base for the derivation of a formula for the sum of certain digital sequences where we use similar methods as in [19].

In particular, we investigate digital exponential sums (Section 3) and the digital power sums

$$
\begin{equation*}
S_{k}(N):=\sum_{n=0}^{N-1} s(n)^{k} \tag{1.4}
\end{equation*}
$$

where $s(n)$ denotes the sum of digits of the integer $n$ in the $p$-adic representation, i.e. if $n=\sum n_{k} p^{k}$ then $s(n)=\sum n_{k}$. In binary case $p=2$ first Trollope [26] in 1968 has given an explicit expression for the sum $S_{1}(N)$. Delange [5] gave a simple proof and generalized the result to digits in arbitrary basis $p>1$. The well-known Trollope-Delange formula reads

$$
\begin{equation*}
S_{1}(N)=\frac{1}{2} N \log _{2} N+N G\left(\log _{2} N\right) \tag{1.5}
\end{equation*}
$$

where $G(u)$ is an 1-periodic continuous, nowhere differentiable function which can be expressed by means of the Takagi function. In 1994 the Trollope-Delange formula (1.5) was also proved in [6] by use of classical tools from analytic number theory, namely the MellinPerron formulae, see [6, Theorem 3.1, Remark 4.5].

For the basis $p=2$ Coquet [3] in 1986 proved that

$$
\frac{1}{N} S_{2}(N)=\left(\frac{\log _{2} N}{2}\right)^{2}+\log _{2} N G_{2,1}\left(\log _{2} N\right)+G_{2,0}\left(\log _{2} N\right)
$$

where $G_{2,1}(u), G_{2,0}(u)$ are 1-periodic continuous functions and that for arbitrary integer $k>1$ the power sum $S_{k}(N)$ can be represented in the form

$$
\begin{equation*}
\frac{1}{N} S_{k}(N)=\sum_{\ell=0}^{k}\left(\log _{2} N\right)^{\ell} G_{k, \ell}\left(\log _{2} N\right) \tag{1.6}
\end{equation*}
$$

where $G_{k, \ell}(u)$ are 1-periodic functions, in particular $G_{k, k}(u)=\frac{1}{2^{k}}$. He also found certain recurrence relations between the functions $G_{k, \ell}$. In [22], by means of binomial measures a more explicit representation of $G_{k, \ell}$ was given and their continuity was proved, cf. also [23] and [15]. In [17] it was proved that the functions $G_{k, \ell}(\ell=0,1, \ldots, k-1)$ are nowhere differentiable. In 2012 Girgensohn [8] gives a new representation for $S_{k}(N)$ by use of functional equations and generating function techniques. If $q_{k}(t)$ is a sequence of polynomials given by $q_{0}(t)=1$ and the recursion

$$
\begin{equation*}
q_{k+1}(t)=t\left(2 q_{k}(t)-q_{k}(t-1)\right) \quad(k \geq 0) \tag{1.7}
\end{equation*}
$$

then it holds

$$
\begin{equation*}
S_{k}(N)=\sum_{\ell=0}^{k}\binom{k}{\ell} N 2^{-\ell} q_{\ell}\left(\log _{2} N\right) f_{k-\ell}(x) \tag{1.8}
\end{equation*}
$$

with certain 1-periodic continuous functions $f_{k}(x)$ and $x=\frac{N-p(N)}{p(N)}$ where $p(N)=2^{\left[\log _{2} N\right]}$ is the largest power of 2 less than or equal to $N$, cf. [ 8 , Section 5].
For an arbitrary integer basis $p>1$ in 2000 Muramoto et al. [20] have proved by means of multinomial measures that

$$
\begin{equation*}
\frac{1}{N} S_{k}(N)=\sum_{\ell=0}^{k}\left(\log _{p} N\right)^{\ell} H_{k, \ell}\left(\log _{p} N\right) \tag{1.9}
\end{equation*}
$$

where $H_{k, \ell}(u)$ are 1-periodic continuous functions. In case $N=p^{n}$ it follows that $\frac{1}{p^{n}} S_{k}\left(p^{n}\right)$ can be represented as polynomial

$$
\begin{equation*}
\frac{1}{p^{n}} S_{k}\left(p^{n}\right)=\sum_{\ell=0}^{k} a_{k, \ell} n^{\ell} \tag{1.10}
\end{equation*}
$$

with the coefficients $a_{k, \ell}=H_{k, \ell}(n)=H_{k, \ell}(0)$ since the functions $H_{k, \ell}(u)$ are 1-periodic. Certainly, the coefficients $a_{k, \ell}$ and also the polynomial

$$
\begin{equation*}
P_{k}(t)=\sum_{\ell=0}^{k} a_{k, \ell} t^{\ell} \tag{1.11}
\end{equation*}
$$

depend on $p$. So equation (1.10) can be written in the form

$$
\begin{equation*}
\frac{1}{p^{n}} S_{k}\left(p^{n}\right)=P_{k}(n) \tag{1.12}
\end{equation*}
$$

For the basis $p=10$ the polynomials $P_{k}(n)$ were computed in [12] for $n=1,2, \ldots, 8$ :
$\frac{1}{10^{n}} S_{1}\left(10^{n}\right)=\frac{9}{2} n$
$\frac{1}{10^{n}} S_{2}\left(10^{n}\right)=\frac{81}{4} n^{2}+\frac{33}{4} n$
$\frac{1}{10^{n}} S_{3}\left(10^{n}\right)=\frac{729}{8} n^{3}+\frac{891}{8} n^{2}$
$\frac{1}{10^{n}} S_{4}\left(10^{n}\right)=\frac{6561}{16} n^{4}+\frac{8019}{8} n^{3}+\frac{3267}{16} n^{2}-\frac{3333}{40} n$
$\frac{1}{10^{n}} S_{5}\left(10^{n}\right)=\frac{59049}{32} n^{5}+\frac{120285}{16} n^{4}+\frac{147015}{32} n^{3}-\frac{29997}{16} n^{2}$
$\frac{1}{10^{n}} S_{6}\left(10^{n}\right)=\frac{531441}{64} n^{6}+\frac{3247695}{64} n^{5}+\frac{3969405}{64} n^{4}-\frac{1080783}{64} n^{3}-\frac{329967}{32} n^{2}+\frac{15873}{4} n$
$\frac{1}{10^{n}} S_{7}\left(10^{n}\right)=\frac{4782969}{128} n^{7}+\frac{40920957}{128} n^{6}+\frac{83357505}{128} n^{5}-\frac{56133}{128} n^{4}-\frac{20787921}{64} n^{3}+\frac{99999}{8} n^{2}$
$\frac{1}{10^{n}} S_{8}\left(10^{n}\right)=\frac{43046721}{256} n^{8}+\frac{122762871}{64} n^{7}+\frac{750217545}{128} n^{6}+\frac{76284747}{32} n^{5}-\frac{1372208607}{256} n^{4}$
$+\frac{677777479}{64} n^{3}+\frac{371092563}{320} n^{2}-\frac{33333333}{80} n$
Figure 1. The first polynomials $P_{k}(n)$ for the basis $p=10$

These results were obtained as follows. If $f_{k}(x)$ is a sequence of functions defined by

$$
f_{0}(x)=\left(1+x+x^{2}+\cdots+x^{9}\right)^{n}
$$

and for $k \geq 1$ by

$$
f_{k}(x)=x f_{k-1}^{\prime}(x)
$$

then it holds

$$
S_{k}\left(10^{n}\right)=f_{k}(n)
$$

cf. [4, Section 3]. So starting with $f_{0}(x)$ the polynomials in Figure 1 were computed by repeated differentiation, multiplication by $x$, and finally substitution $x=1$, cf. [4, p. 342]. We see in Figure 1 that for odd $k>1$ the linear term of $P_{k}(n)$ vanishes.

In this paper we give a new derivation of (1.9) as application of two-scale difference equations with a parameter (Theorem 4.3, Corollary 4.4). The main result can be written as

$$
\begin{equation*}
\sum_{k=0}^{\infty} \frac{1}{k!} \frac{1}{N} S_{k}(N) z^{k}=\left(\sum_{k=0}^{\infty} \frac{1}{k!} P_{k}(L) z^{k}\right)\left(\sum_{k=0}^{\infty} \frac{1}{k!} F_{k}(L) z^{k}\right) \quad(z \in \mathbb{C}) \tag{1.13}
\end{equation*}
$$

where $L=\log _{p} N$, where $P_{k}(t)$ are polynomials (1.11) satisfying (1.12), and where $F_{0}(u)=1$ and $F_{k}(u)$ are 1-periodic continuous functions with $F_{k}(0)=0$ for $k \geq 1$ (Theorem 6.11). In view of the Cauchy product relation (1.13) means that for $k \geq 0$ we have

$$
\frac{1}{N} S_{k}(N)=\sum_{\ell=0}^{k}\binom{k}{\ell} P_{\ell}(L) F_{k-\ell}(L)
$$

The polynomials $P_{k}(t)$ are given by their generating function

$$
\begin{equation*}
\sum_{k=0}^{\infty} \frac{1}{k!} P_{k}(t) z^{k}=\left(\frac{e^{p z}-1}{p\left(e^{z}-1\right)}\right)^{t} \quad(z \in \mathbb{C}) \tag{1.14}
\end{equation*}
$$

(Proposition 6.2), and the functions $F_{k}(u)$ are determined by the equation (1.1) with the coefficients

$$
\begin{equation*}
c_{r}(x)=\frac{e^{r x}}{1+e^{x}+\cdots+e^{(p-1) x}} \quad(r=0,1, \ldots, p-1) \tag{1.15}
\end{equation*}
$$

in the following way: if equation (1.1) with (1.15) has the solution $\varphi(t, x)$ satisfying (1.3) and if $F(u, x)$ denotes the 1-periodic function with respect to $u$ given by

$$
F(u, x):=\frac{\varphi\left(p^{u}, x\right)}{\left(1+e^{x}+\cdots+e^{(p-1) x}\right)^{u}} \quad(u \leq 0)
$$

then

$$
F_{k}(u)=\left.\frac{\partial^{k}}{\partial x^{k}} F(u, x)\right|_{x=0}
$$

Moreover, the coefficients $a_{k, \ell}=a_{k, \ell}(p)$ of $P_{k}(t)$ are polynomials of degree at most $k$ in $p$ which are given by

$$
\begin{equation*}
a_{k, \ell}(p)=\frac{(-1)^{k} k!}{\ell!} \sum_{k_{1}+\cdots+k_{\ell}=k} \frac{k!}{k_{1}!\cdots k_{\ell}!}\left\{\prod_{n=1}^{\ell} \frac{B_{k_{n}}}{k_{n} \cdot k_{n}!}\left(p^{k_{n}}-1\right)\right\} \tag{1.16}
\end{equation*}
$$

where $k_{1}, \ldots, k_{\ell}$ are positive integers and where $B_{k}$ denotes the Bernoulli numbers. In particular $a_{k, k}(p)=\left(\frac{p-1}{2}\right)^{k}$ for $k \geq 0, a_{k, 0}(p)=0$ for $k \geq 1$ and

$$
a_{k, 1}(p)=\frac{(-1)^{k} B_{k}}{k}\left(p^{k}-1\right) \quad(k \geq 1)
$$

(Proposition 5.4). Hence, for odd $k>1$ we have $a_{k, 1}(p)=0$ which is the reason that for these $k$ the linear term of $P_{k}(n)$ vanishes, cf. Figure 1.

In this paper several times we need the Bernoulli polynomials $B_{n}(t)$ which are given by their generating function

$$
\begin{equation*}
\frac{z e^{t z}}{e^{z}-1}=\sum_{n=0}^{\infty} \frac{B_{n}(t)}{n!} z^{n} \quad(|z|<2 \pi) \tag{1.17}
\end{equation*}
$$

and which have the form

$$
\begin{equation*}
B_{n}(t)=\sum_{\nu=0}^{n}\binom{n}{\nu} B_{\nu} t^{n-\nu} \tag{1.18}
\end{equation*}
$$

where $B_{n}=B_{n}(0)$ are the Bernoulli numbers. They satisfy the difference equations

$$
\begin{equation*}
B_{n}(t+1)-B_{n}(t)=n t^{n-1} \tag{1.19}
\end{equation*}
$$

which imply the sum formula

$$
\begin{equation*}
\sum_{i=0}^{N-1} i^{n}=\tilde{B}_{n}(N) \tag{1.20}
\end{equation*}
$$

with the modified Bernoulli polynomials

$$
\begin{equation*}
\tilde{B}_{n}(t)=\frac{1}{n+1}\left\{B_{n+1}(t)-B_{n+1}\right\} \tag{1.21}
\end{equation*}
$$

of degree $n+1$ which have the generating function

$$
\begin{equation*}
\sum_{n=0}^{\infty} \frac{\tilde{B}_{n}(t)}{n!} z^{n}=\frac{e^{t z}-1}{e^{z}-1} \quad(|z|<2 \pi) . \tag{1.22}
\end{equation*}
$$

Finally, let us mention a new property of the Bernoulli polynomials. We show that the polynomial $\frac{1}{p} \tilde{B}_{k}(p)-\left(\frac{p-1}{2}\right)^{k}$ is divisible by $p+1$. For more details cf. Remark 5.8.

## 2 Functional equations with a parameter

As in the Introduction mentioned we consider the two-scale difference equation (1.1) with a parameter $x \in X \subseteq \mathbb{R}$ and coefficients $c_{r}(x)$ satisfying $c_{0}(x) c_{p-1}(x) \neq 0$ and

$$
\begin{equation*}
c_{0}(x)+\cdots+c_{p-1}(x)=1 \quad(x \in X) . \tag{2.1}
\end{equation*}
$$

We investigate solutions $\varphi(t, x): \mathbb{R} \times X \mapsto \mathbb{R}$ satisfying the conditions

$$
\begin{equation*}
\varphi(t, x)=0 \quad \text { for } \quad t<0, \quad \varphi(t, x)=1 \quad \text { for } \quad t>1 \tag{2.2}
\end{equation*}
$$

and all $x \in X$. It is easy to see that if $\varphi(t, x)$ is a solution of the following system of equations

$$
\begin{equation*}
\varphi\left(\frac{r+t}{p}, x\right)=c_{r}(x) \varphi(t, x)+g_{r}(x) \quad(t \in[0,1], \quad x \in X) \tag{2.3}
\end{equation*}
$$

with

$$
\begin{equation*}
g_{r}(x)=\sum_{k=0}^{r-1} c_{k}(x) \tag{2.4}
\end{equation*}
$$

so that $g_{0}(x)=0$ and $g_{p}(x)=1$ for all $x \in X$ then the function

$$
\varphi_{0}(t, x):= \begin{cases}0 & \text { for } t<0  \tag{2.5}\\ \varphi(t, x) & \text { for } 0 \leq t \leq 1 \\ 1 & \text { for } t>1\end{cases}
$$

is a solution of (1.1). We are interested to solutions of (1.1) which are continuous with respect to $t$ and differentiable with respect to $x$. The set of all such functions we denote by D. If $\varphi(t, x)$ belongs to $\mathbf{D}$ then it follows by differentiation of (1.1) with respect to $x$ that the partial derivative $\varphi_{x}(t, x)=\frac{\partial}{\partial x} \varphi(t, x)$ satisfies

$$
\begin{equation*}
\varphi_{x}\left(\frac{t}{p}, x\right)=\sum_{r=0}^{p-1} c_{r}(x) \varphi_{x}(t-r, x)+\Psi_{1}(t, x) \quad(t \in \mathbb{R}, x \in X) \tag{2.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\Psi_{1}(t, x)=\sum_{r=0}^{p-1} c_{r}^{\prime}(x) \varphi(t-r, x) \quad(t \in \mathbb{R}, x \in X) \tag{2.7}
\end{equation*}
$$

and by differentiation of (2.3) we get for $r \in\{0,1, \ldots, p-1\}$ the equations:

$$
\begin{equation*}
\varphi_{x}\left(\frac{r+t}{p}, x\right)=c_{r}(x) \varphi_{x}(t, x)+\psi_{r}(t, x) \quad(t \in[0,1], x \in X) \tag{2.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\psi_{r}(t, x)=c_{r}^{\prime}(x) \varphi(t, x)+g_{r}^{\prime}(x) \tag{2.9}
\end{equation*}
$$

Theorem 2.1 Assume that $c_{0}(x), c_{1}(x), \ldots, c_{p-1}(x)(x \in X)$ are differentiable functions with bounded derivatives and that

$$
\begin{equation*}
L:=\sup \left\{\left|c_{0}(x)\right|, \ldots,\left|c_{p-1}(x)\right|: x \in X\right\}<1 \tag{2.10}
\end{equation*}
$$

Then there exists exactly one solution $\varphi(t, x) \in \mathbf{D}$ of (1.1) satisfying (1.3). Moreover, there exists the partial derivative $\varphi_{x}(x, t)$ which satisfies (2.8) and which is continuous with respect to $t$.

Proof: First we determine the solution $\varphi(t, x)$ for $(t, x) \in[0,1] \times X$. For this we put $L^{\prime}:=\sup \left\{\left|c_{0}^{\prime}(x)\right|, \ldots,\left|c_{p-1}^{\prime}(x)\right|: x \in X\right\}$ and choose $\varepsilon>0$ so small that $K:=L+\varepsilon L^{\prime}<1$. Note that $\mathbf{D}$ is a Banach space with the norm

$$
\|u\|_{\mathbf{D}}:=\|u\|_{\infty}+\varepsilon\left\|\frac{\partial u}{\partial x}\right\|_{\infty}
$$

where $\|u\|_{\infty}=\sup \{|u(x, t)|:(x, t) \in[0,1] \times X\}$, and that

$$
\Omega:=\{u \in \mathbf{D}: u(0, x)=0, u(1, x)=1, \forall x \in X\}
$$

is a closed subset of $\mathbf{D}$. For $u \in \Omega$ we define an operator $T$ for all $x \in X$ by $(T u)(0, x):=0$ and

$$
(T u)(t, x):=c_{r}(x) u(p t-r, x)+g_{r}(x) \quad \text { for } \quad t \in\left(\frac{r}{p}, \frac{r+1}{p}\right]
$$

where $r=0,1, \ldots, p-1$ so that in view of $u(1, x)=1$ for all $x \in X$ and (2.4)

$$
(T u)\left(\frac{r+1}{p}, x\right)=c_{r}(x) u(1, x)+g_{r}(x)=c_{r}(x)+g_{r}(x)=g_{r+1}(x) .
$$

We show that $T$ maps $\Omega$ into itself. At first we have $(T u)(0, x)=0$ and $(T u)(1, x)=g_{p}(x)=$ 1 by (2.4) and (2.1). Next, $(T u)(t, x)$ is continuous with respect to $t$. This is clear at each point $(t, x)$ with $t \in\left(\frac{r}{p}, \frac{r+1}{p}\right)(r=0, \ldots, p-1)$ and left-hand continuous at $t=\frac{r+1}{p}$. But it is also right-hand continuous at $t=\frac{r+1}{p}$ with $r=0,1, \ldots, p-2$ since for $0<h<1$ we have

$$
(T u)\left(\frac{r+1+h}{p}, x\right)=c_{r+1}(x) u(1+h, x)+g_{r+1}(x)
$$

which converges to $c_{r+1}(x) u(1, x)+g_{r+1}(x)=g_{r+2}(x)=(T u)\left(\frac{r+1}{p}, x\right)$ as $h \rightarrow 0$.
Moreover, for $x \in X$ the partial derivative $\frac{\partial}{\partial x} T u$ exists and is given for $(0, x)$ by $\frac{\partial}{\partial x}(T u)(0, x)=$ 0 and for $(t, x)$ with $t \in\left(\frac{r}{p}, \frac{r+1}{p}\right]$ by

$$
\frac{\partial}{\partial x}(T u)(x, t)=c_{r}^{\prime}(x) u(p t-r, x)+c_{r}(x) \frac{\partial}{\partial x} u(p t-r, x)+g_{r}^{\prime}(x) .
$$

Hence, indeed $T$ maps $\Omega$ into $\Omega$. For $u_{1}, u_{2} \in \Omega$ it holds

$$
\left\|T u_{1}-T u_{2}\right\|_{\infty} \leq L\left\|u_{1}-u_{2}\right\|_{\infty}
$$

and

$$
\left\|\frac{\partial}{\partial x} T u_{1}-\frac{\partial}{\partial x} T u_{2}\right\|_{\infty} \leq L^{\prime}\left\|u_{1}-u_{2}\right\|_{\infty}+L\left\|\frac{\partial}{\partial x} u_{1}-\frac{\partial}{\partial x} u_{2}\right\|_{\infty} .
$$

Therefore, and in view of $K=L+\varepsilon L^{\prime}$ we have

$$
\begin{aligned}
\left\|T u_{1}-T u_{2}\right\|_{\mathbf{D}} & =\left\|T u_{1}-T u_{2}\right\|_{\infty}+\varepsilon\left\|\frac{\partial}{\partial x} T u_{1}-\frac{\partial}{\partial x} T u_{2}\right\|_{\infty} \\
& \leq L\left\|u_{1}-u_{2}\right\|_{\infty}+\varepsilon L^{\prime}\left\|u_{1}-u_{2}\right\|_{\infty}+\varepsilon L\left\|\frac{\partial}{\partial x} u_{1}-\frac{\partial}{\partial x} u_{2}\right\|_{\infty} \\
& \leq K\left\|u_{1}-u_{2}\right\|_{\mathbf{D}}
\end{aligned}
$$

By Banach's fixed point theorem there exists exactly one fixed point, i.e. (1.1) has exactly one solution $\varphi(t, x) \in \mathbf{D}$ which is defined for $(t, x) \in[0,1] \times X$ with $\varphi(0, x)=0$ and $\varphi(1, x)=1$ for all $x \in X$. Hence, if we continue $\varphi(t, x)$ by $\varphi(t, x)=0$ for $t<0$ and $\varphi(t, x)=1$ for $t>1$ then we get a solution $\varphi(t, x): \mathbb{R} \mapsto \mathbb{R} \times X$ of (1.1) which is continuous with respect to $t$.
Next we show that the partial derivative $\varphi_{x}(t, x)$ is continuous with respect to $t \in[0,1]$. Differentiation of (2.3) with respect to $x$ yields that $\varphi_{x}(t, x)$ satisfies the equations (2.8) where the functions (2.9) are continuous with respect to $t$. It follows by the result of Girgensohn [7, Theorem 1] that for each $x \in X$ the function $\varphi_{x}(t, x)$ is continuous with respect to $t \in[0,1]$.

It remains to show that $\varphi_{x}(0, x)=\varphi_{x}(1, x)=0$ for all $x \in X$. According to (2.8) and (2.9), both with $t=0$, we have

$$
\varphi_{x}(0, x)=c_{0}(x) \varphi_{x}(0, x)+\psi_{0}(0, x)
$$

where $\psi_{0}(0, x)=g_{0}^{\prime}(x)=0$, see (2.4). In view of $c_{0}(x) \neq 0$ and $c_{0}(x) \neq 1$, see (2.10), it follows $\varphi_{x}(0, x)=0$. Moreover, (2.8) and (2.9) imply for $r=p-1$ and $t=1$

$$
\varphi_{x}(1, x)=c_{p-1}(x) \varphi_{x}(1, x)+\psi_{p-1}(x)
$$

where

$$
\begin{aligned}
\psi_{p-1}(x) & =c_{p-1}^{\prime}(x) \varphi(1, x)+g_{p-1}^{\prime}(x) \\
& =c_{p-1}^{\prime}(x)+g_{p-1}^{\prime}(x) \\
& =g_{p}^{\prime}(x)
\end{aligned}
$$

owing to (2.4) with $r=p$. But $g_{p}(x)=c_{0}(x)+\cdots+c_{p-1}(x)=1$ for all $x \in X$ according to (2.1) so that $\psi_{p-1}(x)=g_{p}^{\prime}(x)=0$. It follows $\varphi_{x}(1, x)=c_{p-1}(x) \varphi_{x}(1, x)$ and hence $\varphi_{x}(1, x)=0$ since $c_{p-1}(x) \neq 1$, see (2.10).

Theorem 2.2 Under the suppositions of Theorem 2.1 it holds that if the functions $c_{0}(x), \ldots$, $c_{p-1}(x)$ are $k$-times differentiable then the solution $\varphi(t, x)$ of (1.1) is also $k$-times differentiable with respect to $x$ and the $k$-th partial derivative

$$
\begin{equation*}
\varphi_{x}^{(k)}(t, x):=\frac{\partial^{k}}{\partial x^{k}} \varphi(t, x) \tag{2.11}
\end{equation*}
$$

is continuous with respect to $t$. For $k \geq 1$ we have $\varphi^{(k)}(t, x)=0$ for $t \notin(0,1)$ and all $x \in X$, and

$$
\begin{equation*}
\varphi_{x}^{(k)}\left(\frac{t}{p}, x\right)=\sum_{r=0}^{p-1} c_{r}(x) \varphi_{x}^{(k)}(t-r, x)+\Psi_{k}(t, x) \quad(t \in \mathbb{R}, x \in X) \tag{2.12}
\end{equation*}
$$

where $\Psi_{k}(t, x)$ is recursively given by (2.7) and

$$
\begin{equation*}
\Psi_{k}(t, x)=\sum_{r=0}^{p-1} c_{r}^{\prime}(x) \varphi_{x}^{(k-1)}(t-r, x)+\frac{\partial}{\partial x} \Psi_{k-1}(t, x) . \tag{2.13}
\end{equation*}
$$

Proof: The first part is a consequence of Theorem 2.1. Starting with (2.6) equation (2.12) with (2.13) can be proved by induction. If (2.12) with (2.13) is true for $k-1$ then by the product rule for the differentiation we get

$$
\varphi_{x}^{(k)}\left(\frac{t}{p}, x\right)=\sum_{r=0}^{p-1} c_{r}(x) \varphi_{x}^{(k)}(t-r, x)+\sum_{r=0}^{p-1} c_{r}^{\prime}(x) \varphi_{x}^{(k-1)}(t-r, x)+\frac{\partial}{\partial x} \Psi_{k-1}(t, x) .
$$

So the proof is complete.

Next we use so-called Knopp function of the form

$$
\begin{equation*}
H(t)=\sum_{j=0}^{\infty} \frac{h\left(p^{j} t\right)}{p^{j}} \quad(t \in \mathbb{R}) \tag{2.14}
\end{equation*}
$$

with the generating, 1-periodic function $h(t)$ with $h(0)=0$, cf. [11] or [16]. Obviously, (2.14) implies

$$
\begin{equation*}
H\left(\frac{t}{p}\right)=h\left(\frac{t}{p}\right)+\frac{1}{p} H(t) \quad(t \in \mathbb{R}) \tag{2.15}
\end{equation*}
$$

Conversely, if $H($.$) satisfies (2.15) then H($.$) has the form (2.14).$
Proposition 2.3 Under the suppositions of Theorem 2.2 it holds that in case $c_{r}(0)=\frac{1}{p}$ for $r=0,1, \ldots, p-1$ we have for $\varphi_{x}^{(k)}(t, 0)$ with $k \geq 1$ the representation

$$
\varphi_{x}^{(k)}(t, 0)=\sum_{j=0}^{\infty} \frac{1}{p^{j}} h_{k}\left(p^{j} t\right) \quad(0 \leq t \leq 1)
$$

where $h_{k}$ is 1-periodic continuous function given by $h_{k}(t)=\Psi_{k}(t, 0)$ for $0 \leq t<1$.

Proof: Let $f(t)$ be a function of period 1 given by $f(t)=\varphi^{(k)}(t, 0)$ for $0 \leq t \leq 1$. The relation $\varphi^{(k)}(t, x)=0$ for $k \geq 1$, all $t \notin(0,1)$ and $x \in X$ implies $f(0)=f(1)=1$. In view of $c_{r}(0)=\frac{1}{p}$ equation (2.12) for $x=0$ and with $r+t$ in place of $t$ yields

$$
f\left(\frac{r+t}{p}\right)=\frac{1}{p} f(t)+\Psi_{k}\left(\frac{r+t}{p}, 0\right) \quad(0 \leq r \leq p-1,0 \leq t \leq 1)
$$

and $f(0)=f(1)=0$ implies $\Psi_{k}(0,0)=\Psi(1,0)=0$, i.e. $h_{k}(0)=h_{k}(1)=0$. It follows that

$$
f(t)=\sum_{j=0}^{\infty} \frac{1}{p^{j}} h_{k}\left(p^{j} t\right) \quad(t \in \mathbb{R})
$$

So the theorem is proved.

## 3 Digital exponential sums

For integer $N \geq 1$ we investigate the digital exponential sum

$$
\begin{equation*}
S(N, x):=\sum_{n=0}^{N-1} e^{x s(n)} \quad(x \in \mathbb{R}) \tag{3.1}
\end{equation*}
$$

where $s(n)$ denotes the sum of digits of the integer $n$ in the $p$-adic representation of $n$. For this we begin with a results of [19] concerning a formula for the sum

$$
\begin{equation*}
S(N):=\sum_{n=0}^{N-1} C_{n} \tag{3.2}
\end{equation*}
$$

where $C_{n}$ is an arbitrary sequence which is given by the $p$ initial values $C_{0}=1, C_{1}, \ldots, C_{p-1}$ such that

$$
\begin{equation*}
C:=C_{0}+\cdots+C_{p-1}>0 \tag{3.3}
\end{equation*}
$$

and which satisfies the recurrence formula

$$
\begin{equation*}
C_{k p+r}=C_{k} C_{r} \quad(k \in \mathbb{N}, r=0,1, \ldots, p-1) \tag{3.4}
\end{equation*}
$$

If the conditions (3.3) and (3.4) are fulfilled then the two-scale difference equation

$$
\varphi\left(\frac{t}{p}\right)=\frac{1}{C} \sum_{r=0}^{p-1} C_{r} \varphi(t-r)
$$

with $C$ from (3.3) has in case $\left|C_{r}\right|<C$ a continuous solution $\varphi=\varphi_{0}$ satisfying $\varphi_{0}(t)=0$ for $t<0$ and $\varphi_{0}(t)=1$ for $t>1$, cf. [19], and it holds

Proposition 3.1 ([19]) For $n \in \mathbb{N}$ the sum (3.2) can be represented as

$$
S(N)=N^{\alpha} F\left(\log _{p} N\right)
$$

with $\alpha=\log _{p} C$ and an 1- periodic continuous function $F$ which is given by

$$
F(u)=\frac{\varphi_{0}\left(p^{u}\right)}{p^{\alpha u}} \quad(u \leq 0) .
$$

Certainly, Proposition 3.1 is also valid if we consider a sequence $C_{n}=C_{n}(x)$ depending on a parameter $x$ provided that the above conditions are fulfilled. In particular, for the sequence

$$
\begin{equation*}
C_{n}(x):=e^{x s(n)} \quad(x \in \mathbb{R}) \tag{3.5}
\end{equation*}
$$

we have

$$
\begin{equation*}
C(x):=C_{0}(x)+C_{1}(x)+\cdots+C_{p-1}(x)=1+e^{x}+\cdots+e^{(p-1) x} \tag{3.6}
\end{equation*}
$$

since $s(n)=n$ for $n=0,1, \ldots, p-1$ and in view of $s(k p+r)=s(k)+s(r)$ for $k=0,1,2, \ldots$ and $r=0,1, \ldots, p-1$. Hence, we have that

$$
C_{k p+r}(x)=e^{x s(k p+r)}=e^{x(s(k)+s(r))}=C_{k}(x) C_{r}(x),
$$

cf. (3.4). For $c_{r}(x)=\frac{C_{r}(x)}{C(x)}$ we have

$$
c_{0}(x)+c_{1}(x)+\ldots+c_{p-1}(x)=1
$$

and $c_{r}(0)=\frac{1}{p}$ for $r \in\{0,1, \ldots, p-1\}$. By Theorem 2.2 equation (1.1) with the actual coefficients $c_{r}(x)$, i.e.

$$
\begin{equation*}
\varphi\left(\frac{t}{p}, x\right)=\sum_{r=0}^{p-1} \frac{e^{r x}}{C(x)} \varphi(t-r, x) \quad(t \in \mathbb{R}) \tag{3.7}
\end{equation*}
$$

with $C(x)$ from (3.6) has a solution $\varphi_{0}(t, x)$ which is continuous with respect to $t$ and arbitrary often differentiable with respect to $x \in X$.

According to Proposition 3.1 we have
Proposition 3.2 For $N \in \mathbb{N}$ the sum $S(N, x)$ from (3.1) can be represented as

$$
\begin{equation*}
S(N, x)=N^{\alpha(x)} F_{0}\left(\log _{p} N, x\right) \tag{3.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha(x)=\log _{p} C(x) \tag{3.9}
\end{equation*}
$$

with $C(x)$ from(3.6) and an 1-periodic function $F_{0}(u, x)$ with respect to $u$ which is given by

$$
\begin{equation*}
F_{0}(u, x)=\frac{\varphi_{0}\left(p^{u}, x\right)}{p^{\alpha(x) u}} \quad(u \leq 0, x \in \mathbb{R}) \tag{3.10}
\end{equation*}
$$

which is continuous and 1-periodic with respect to $u$.
By Theorem 2.2 the function $F_{0}(u, x)$ is arbitrary often differentiable with respect to $x$ and the $k$-th partial derivative

$$
\begin{equation*}
F_{k}(u, x):=\frac{\partial^{k}}{\partial x^{k}} F_{0}(u, x) \tag{3.11}
\end{equation*}
$$

is 1-periodic with respect to $u$. So the functions

$$
\begin{equation*}
F_{k}(u):=F_{k}(u, 0) \tag{3.12}
\end{equation*}
$$

are continuous and 1-periodic.
Proposition 3.3 We have

$$
\begin{equation*}
F_{0}(u)=1 . \tag{3.13}
\end{equation*}
$$

Proof: For $x=0$ equation (3.7) takes the form

$$
\varphi\left(\frac{t}{p}, 0\right)=\sum_{r=0}^{p-1} \frac{1}{p} \varphi(t-r, 0) \quad(t \in \mathbb{R})
$$

with the unique solution $\varphi(t, 0)=t$ for $0 \leq t \leq 1$, cf. [18]. Further, owing to (3.9) we get

$$
\alpha(0)=\log _{p} C(0)=\log _{p} p=1
$$

and hence for $u \leq 0$

$$
F_{0}(u, 0)=\frac{\varphi_{0}\left(p^{u}, 0\right)}{p^{\alpha(0) u}}=\frac{p^{u}}{p^{u}}=1 \quad(u \leq 0) .
$$

The periodicity of $F_{0}(u)$ implies $F_{0}(u)=1$ for all real $u$.

## 4 Power sums of the sum of digits

Now, for integer $N \geq 1$ we investigate the power sums of the sum of digits

$$
\begin{equation*}
S_{k}(N)=\sum_{n=0}^{N-1} s(n)^{k} \tag{4.1}
\end{equation*}
$$

where $k \geq 0$ is an integer and use that

$$
\left.\frac{\partial^{k}}{\partial x^{k}} S(N, x)\right|_{x=0}=\left.\sum_{n=0}^{N-1} s(n)^{k} e^{x s(n)}\right|_{x=0}=S_{k}(N)
$$

So according to Proposition 3.2 we have

Proposition 4.1 For $N \in \mathbb{N}$ the power sum (4.1) can be represented as

$$
\begin{equation*}
S_{k}(N)=\left.\frac{\partial^{k}}{\partial x^{k}} N^{\alpha(x)} F_{0}\left(\log _{p} N, x\right)\right|_{x=0} \tag{4.2}
\end{equation*}
$$

As abbreviation we put

$$
\begin{equation*}
c(x)=\frac{C^{\prime}(x)}{C(x)}=\frac{e^{x}+2 e^{2 x}+\cdots+(p-1) e^{(p-1) x}}{1+e^{x}+\cdots+e^{(p-1) x}} \tag{4.3}
\end{equation*}
$$

with $C(x)$ from (3.6). In particular

$$
\begin{equation*}
c(0)=\frac{1}{p} S_{1}(p)=\frac{p-1}{2} . \tag{4.4}
\end{equation*}
$$

For $k \in \mathbb{N}$ and $\ell=0, \ldots, k$ we introduce functions $c_{k, \ell}(x)$ as follows:

$$
\left.\begin{array}{ll}
c_{k, k}(x)=c(x)^{k} & \text { for } \quad k \geq 0  \tag{4.5}\\
c_{k, 0}(x) & =0 \\
c_{k+1, \ell}(x)=c_{k, \ell-1}(x) c(x)+c_{k, \ell}^{\prime}(x) & \text { for } \quad k \geq 1 \\
c_{k} \quad k \geq 1, \quad 1 \leq \ell \leq k
\end{array}\right\} .
$$

So $c_{0,0}(x)=1$ in view of $c(x) \neq 0$. It is easy to see that for $k \geq 1$ it holds

$$
\begin{equation*}
c_{k, 1}(x)=c^{(k-1)}(x), \quad c_{k, k-1}(x)=\frac{k(k-1)}{2} c(x)^{k-2} c^{\prime}(x) . \tag{4.6}
\end{equation*}
$$

Lemma 4.2 For integer $k \geq 0$ we have

$$
\begin{equation*}
\frac{d^{k}}{d x^{k}} N^{\alpha(x)}=N^{\alpha(x)} \sum_{\ell=0}^{k} c_{k, \ell}(x)\left(\log _{p} N\right)^{\ell} \tag{4.7}
\end{equation*}
$$

Proof: Formula (4.7) is true for $k=0$ since $c_{0,0}(x)=1$. In view of $\alpha(x)=\log _{p} C(x)$ we get

$$
\frac{d}{d x} N^{\alpha(x)}=N^{\alpha(x)} \log N \frac{1}{\log p} \frac{C^{\prime}(x)}{C(x)}=N^{\alpha(x)} c(x) \log _{p} N
$$

i.e. for $k=1$ formula (4.7) is true, too. Assume (4.7) is true for a fixed $k$. Then we get

$$
\frac{d^{k+1}}{d x^{k+1}} N^{\alpha(x)}=N^{\alpha(x)} \sum_{\ell=0}^{k} c_{k, \ell}(x) c(x)\left(\log _{p} N\right)^{\ell+1}+N^{\alpha(x)} \sum_{\ell=0}^{k} c_{k, \ell}^{\prime}(x)\left(\log _{p} N\right)^{\ell}
$$

which in view of (4.5) and $c_{k, k}(x) c(x)=c(x)^{k+1}=c_{k+1, k+1}(x)$ yields the assertion.

Theorem 4.3 For integer $N \geq 0$ we have

$$
\begin{equation*}
\sum_{n<N} s(n)^{k} e^{x s(n)}=N^{\alpha(x)} \sum_{\ell=0}^{k}\left(\log _{p} N\right)^{\ell} H_{\ell}\left(\log _{p} N, x\right) \tag{4.8}
\end{equation*}
$$

with $\alpha(x)=\log _{p} C(x)$ and

$$
\begin{equation*}
H_{\ell}(u, x)=\sum_{\kappa=0}^{k-\ell}\binom{k}{\kappa} c_{k-\kappa, \ell}(x) F_{\kappa}(u, x) \tag{4.9}
\end{equation*}
$$

with $F_{k}(u, x)$ from (3.11).

Proof: We use (3.1) and (3.8) with $\alpha=\alpha(x)=\log _{p} C(x)$. By Leibniz's formula and Lemma 4.2 we have with $u=\log _{p} N$

$$
\begin{aligned}
\frac{\partial^{k}}{\partial x^{k}} N^{\alpha} F_{0}(u, x) & =\sum_{\kappa=0}^{k}\binom{k}{\kappa} \frac{\partial^{\kappa}}{\partial x^{\kappa}} N^{\alpha} \frac{\partial^{k-\kappa}}{\partial x^{k-\kappa}} F_{0}(u, x) \\
& =N^{\alpha} \sum_{\kappa=0}^{k}\binom{k}{\kappa} \sum_{\ell=0}^{\kappa} u^{\ell} c_{\kappa, \ell}(x) F_{k-\kappa}(u, x) \\
& =N^{\alpha} \sum_{\ell=0}^{k} \sum_{\kappa=\ell}^{k}\binom{k}{k} u^{\ell} c_{\kappa, \ell}(x) F_{k-\kappa}(u, x) .
\end{aligned}
$$

Replacing $\kappa$ by $k-\kappa$ we get

$$
\frac{\partial^{k}}{\partial x^{k}} N^{\alpha} F_{0}(u, x)=N^{\alpha} \sum_{\ell=0}^{k} \sum_{\kappa=0}^{k-\ell}\binom{k}{\kappa} u^{\ell} c_{k-\kappa, \ell}(x) F_{\kappa}(u, x)
$$

which in view of (3.1) and (3.8) yields (4.8) with (4.9).

Corollary 4.4 For the power sum (4.1) we have

$$
\begin{equation*}
\frac{1}{N} S_{k}(N)=\sum_{\ell=0}^{k}\left(\log _{p} N\right)^{\ell} H_{\ell}\left(\log _{p} N\right) \tag{4.10}
\end{equation*}
$$

where $H_{\ell}(u)=H_{\ell}(u, 0)$ from (4.9), i.e.

$$
\begin{equation*}
H_{\ell}(u)=\sum_{\kappa=0}^{k-\ell}\binom{k}{k} c_{k-\kappa, \ell} F_{\kappa}(u) \tag{4.11}
\end{equation*}
$$

with

$$
\begin{equation*}
c_{k, \ell}:=c_{k, \ell}(0) \tag{4.12}
\end{equation*}
$$

and $F_{k}(u)$ from (3.12).

Lemma 4.5 For integer $k \geq 0$ we have

$$
\begin{equation*}
c^{(k)}(0)=\frac{(-1)^{k+1} B_{k+1}}{k+1}\left(p^{k+1}-1\right) \tag{4.13}
\end{equation*}
$$

with the Bernoulli numbers $B_{k+1}$.
Proof: From (4.3) we have by Leibniz's formula

$$
\begin{equation*}
c^{(k)}(x)=\sum_{n=0}^{k}\binom{k}{n} C^{(n+1)}(x)\left(\frac{1}{C(x)}\right)^{(k-n)} . \tag{4.14}
\end{equation*}
$$

In order to compute $c^{(k)}(0)$ first note that

$$
\begin{equation*}
C^{(n+1)}(0)=1+2^{n+1}+\ldots+(p-1)^{n+1}=\tilde{B}_{n+1}(p) \tag{4.15}
\end{equation*}
$$

cf. (1.20). Moreover, in view of

$$
C(x)=1+e^{x}+\cdots+e^{(p-1) x}=\frac{e^{p x}-1}{e^{x}-1}
$$

and

$$
\frac{1}{C(x)}=\frac{e^{x}-1}{e^{p x}-1}=\frac{e^{\frac{1}{p}(p x)}-1}{e^{p x}-1}=\sum_{n=0}^{\infty} \frac{\tilde{B}_{n}\left(\frac{1}{p}\right)}{n!}(p x)^{n} \quad\left(|x|<\frac{2 \pi}{p}\right)
$$

cf. (1.22) with $z=p x$ and $t=\frac{1}{p}$, we find

$$
\begin{equation*}
\left.\left(\frac{1}{C(x)}\right)^{(n)}\right|_{x=0}=p^{n} \tilde{B}_{n}\left(\frac{1}{p}\right) \tag{4.16}
\end{equation*}
$$

From (4.14), (4.15) and (4.16) we get

$$
c^{(k)}(0)=\sum_{n=0}^{k}\binom{k}{n} \tilde{B}_{n+1}(p) p^{k-n} \tilde{B}_{k-n}\left(\frac{1}{p}\right) .
$$

In view of the Cauchy product of two power series we see that

$$
\begin{equation*}
\sum_{k=0}^{\infty} \frac{c^{(k)}(0)}{k!} z^{k}=\sum_{n=0}^{\infty} \frac{\tilde{B}_{n+1}(p)}{n!} z^{n} \sum_{n=0}^{\infty} \frac{p^{n} \tilde{B}_{n}\left(\frac{1}{p}\right)}{n!} z^{n} \tag{4.17}
\end{equation*}
$$

which in view of (1.22) is convergent for $|z|<\frac{2 \pi}{p}$. Moreover, from (1.22) we find

$$
\begin{aligned}
\sum_{n=0}^{\infty} \frac{\tilde{B}_{n+1}(p)}{n!} z^{n}= & \frac{d}{d z}\left(\frac{e^{p z}-1}{e^{z}-1}\right)=\frac{p e^{p z}\left(e^{z}-1\right)-\left(e^{p z}-1\right) e^{z}}{\left(e^{z}-1\right)^{2}} \\
& \sum_{n=0}^{\infty} \frac{\tilde{B}_{n}\left(\frac{1}{p}\right)}{n!}(p z)^{n}=\frac{e^{z}-1}{e^{p z}-1}
\end{aligned}
$$

and by (4.17) we get

$$
\sum_{k=0}^{\infty} \frac{c^{(k)}(0)}{k!} z^{k}=\frac{p e^{p z}}{e^{p z}-1}-\frac{e^{z}}{e^{z}-1} \quad(z \neq 0,|z|<2 \pi)
$$

According to (1.17) we have for $z \neq 0$ and $|z|<2 \pi$

$$
\frac{e^{z}}{e^{z}-1}=\frac{1}{1-e^{-z}}=-\sum_{n=0}^{\infty} \frac{B_{n}}{n!}(-z)^{n-1}
$$

and

$$
\frac{p e^{p z}}{e^{p z}-1}=-\sum_{n=0}^{\infty} \frac{p B_{n}}{n!}(-p z)^{n-1}
$$

Hence,

$$
\begin{aligned}
\sum_{k=0}^{\infty} \frac{c^{(k)}(0)}{k!} z^{k} & =\sum_{n=0}^{\infty} \frac{(-1)^{n} B_{n}}{n!}\left(p^{n}-1\right) z^{n-1} \\
& =\sum_{k=0}^{\infty} \frac{(-1)^{k+1} B_{k+1}}{(k+1)!}\left(p^{k+1}-1\right) z^{k}
\end{aligned}
$$

with $k=n-1$. This implies (4.13).

Remark 4.6 Note that in case $p=2$ we have $c(x)=\frac{e^{x}}{1+e^{x}}=1-\frac{1}{1+e^{x}}$ so that in view of

$$
\frac{1}{1+e^{x}}=\frac{1}{2}\left(1-\tanh \left(\frac{x}{2}\right)\right)
$$

we get $c^{(k)}(0)=\frac{(-1)^{k+1} B_{k+1}}{k+1}\left(2^{k+1}-1\right)$.

## 5 Specific power sums

We begin with a formula for the digital power sum

$$
\begin{equation*}
S_{k}(p N)=\sum_{n<p N} s(n)^{k} \tag{5.1}
\end{equation*}
$$

Proposition 5.1 For the sums (5.1) we have

$$
\begin{equation*}
S_{k}(p N)=\sum_{\ell=0}^{k}\binom{k}{\ell} S_{k-\ell}(p) S_{\ell}(N) \tag{5.2}
\end{equation*}
$$

where $S_{0}(N)=N$.

Proof: Write $n=p m+r$ with $0 \leq r \leq p-1$ and $0 \leq m \leq N-1$, we get in view of $s(p m+r)=s(m)+s(r)$ that

$$
\begin{aligned}
\sum_{n<p N} s(n)^{k} & =\sum_{r=0}^{p-1} \sum_{m<N}\{s(m)+s(r)\}^{k} \\
& =\sum_{r=0}^{p-1} \sum_{m<N} \sum_{\kappa=0}^{k}\binom{k}{k} s(m)^{\kappa} s(r)^{k-\kappa} \\
& =\sum_{\kappa=0}^{m}\binom{k}{k} \sum_{r=0}^{p-1} s(r)^{k-\kappa} \sum_{m<N} s(m)^{\kappa} .
\end{aligned}
$$

This yields the assertion.

For $N=p^{n}$ we get from (4.10)

$$
\begin{equation*}
\frac{1}{p^{n}} S_{k}\left(p^{n}\right)=\sum_{\ell=0}^{k} a_{k, \ell} n^{\ell} \tag{5.3}
\end{equation*}
$$

with coefficients $a_{k, \ell}$ depending on $p$ which owing to (4.11) are given by

$$
\begin{equation*}
a_{k, \ell}=\sum_{\kappa=0}^{k-\kappa}\binom{k}{\kappa} c_{k-\kappa, \ell} F_{\kappa}(0), \tag{5.4}
\end{equation*}
$$

cf. [4]. In particular for $n=1$ we have $S_{k}(p)=\tilde{B}_{k}(p)$ with the modified Bernoulli polynomials $\tilde{B}_{k}(\cdot)$, cf. (1.21), and (5.3) implies

$$
\begin{equation*}
\sum_{\ell=0}^{k} a_{k, \ell}(p)=\frac{1}{p} \tilde{B}_{k}(p) . \tag{5.5}
\end{equation*}
$$

Lemma 5.2 For the coefficients $a_{k, \ell}=a_{k, \ell}(p)$ we have the relation

$$
\begin{equation*}
\sum_{\nu=\kappa+1}^{k}\binom{\nu}{\kappa} a_{k, \nu}=\sum_{\ell=\kappa}^{k-1}\binom{k}{\ell} \frac{1}{p} S_{k-\ell}(p) a_{\ell, \kappa} \tag{5.6}
\end{equation*}
$$

Proof: We use (5.2) with $N=p^{n}$. By (5.3) we have

$$
\begin{aligned}
\frac{1}{p^{n+1}} S_{k}\left(p^{n+1}\right) & =\sum_{\ell=0}^{k} a_{k, \ell}(n+1)^{\ell} \\
& =\sum_{\ell=0}^{k} a_{k, \ell} \sum_{\kappa=0}^{\ell}\binom{\ell}{\kappa} n^{\kappa} \\
& =\sum_{\kappa=0}^{k} \sum_{\ell=\kappa}^{m} a_{k, \kappa}\binom{\ell}{\kappa} n^{\kappa}
\end{aligned}
$$

and

$$
\begin{aligned}
\sum_{\kappa=0}^{k}\binom{k}{k} \frac{1}{p} S_{k-\kappa}(p) \frac{1}{p^{n}} S_{\kappa}\left(p^{n}\right) & =\sum_{\kappa=0}^{k}\binom{k}{\kappa} \frac{1}{p} S_{k-\kappa}(p) \sum_{k=0}^{\kappa} a_{\ell, \kappa} n^{\kappa} \\
& =\sum_{\kappa=0}^{k} \sum_{\ell=\kappa}^{k}\binom{k}{\ell} \frac{1}{p} S_{k-\ell}(p) a_{\ell, \kappa} n^{\kappa} .
\end{aligned}
$$

According to (5.2) we get

$$
\sum_{\nu=\kappa}^{k}\binom{\nu}{\kappa} a_{k, \nu}=\sum_{\ell=\kappa}^{k}\binom{k}{\ell} \frac{1}{p} S_{k-\ell}(p) a_{\ell, \kappa}
$$

which yields (5.6).

We already know from Proposition 3.3 that $F_{0}(u)=1$ for $u \in \mathbb{R}$.
Proposition 5.3 For the values $F_{k}(0)$ with $k \geq 1$ we have

$$
\begin{equation*}
F_{k}(0)=0 \quad(k \geq 1) \tag{5.7}
\end{equation*}
$$

For all $k \in \mathbb{N}_{0}$ and $\ell=0,1, \ldots, k$ we have $a_{k, \ell}=c_{k, \ell}$. In particular $a_{k, k}=\left(\frac{p-1}{2}\right)^{k}$ for $k \geq 0$ and $a_{k, 0}=0$ for $k \geq 1$. The further numbers $a_{k, \ell}$ are uniquely determined by

$$
\begin{equation*}
\ell a_{k, \ell}(p)=\sum_{\mu=\ell-1}^{k-1}\binom{k}{\mu} \frac{1}{p} S_{k-\mu}(p) a_{\mu, \ell-1}(p)-\sum_{\nu=\ell+1}^{k}\binom{\nu}{\ell-1} a_{k, \nu}(p) . \tag{5.8}
\end{equation*}
$$

Proof: From (5.4) we get $a_{k, k}=c_{k, k} F_{0}(0)=\left(\frac{p-1}{2}\right)^{k}$ for $k \geq 0$ according to (4.5), (4.4) and $F_{0}()=$.1 . Formula (5.8) follows from (5.6). If $a_{k^{\prime}, \ell^{\prime}}$ are given for $0 \leq k^{\prime}<k, 0 \leq \ell^{\prime} \leq k^{\prime}$ and for $k^{\prime}=k, \ell<\ell^{\prime} \leq k$ then $a_{k, \ell}$ is determined by (5.8).
Next we show that $a_{k, 0}=0$ for $k \geq 1$. At first we get from (5.3) with (5.4) in case $k=1$ that

$$
\frac{1}{p^{n}} S_{1}\left(p^{n}\right)=a_{1,0}+a_{1,1} n=a_{1,0}+\frac{1}{p} S_{1}(p) n
$$

since $a_{1,1}=\frac{1}{p} S_{1}(p)$ and $n=1$ implies $a_{1,0}=0$. Now, equation (5.4) for $\kappa=0$ yields

$$
\sum_{\nu=1}^{m} a_{k, \nu}=\sum_{\ell=0}^{k-1}\binom{k}{k} \frac{1}{p} S_{k-\ell}(p) a_{\ell, 0} .
$$

Using (5.5) it follows

$$
\frac{1}{p} S_{k}(p)-a_{k, 0}=\frac{1}{p} S_{k}(p)+\sum_{\ell=1}^{k-1}\binom{k}{\ell} \frac{1}{p} S_{k-\ell}(p) a_{\ell, 0}
$$

and

$$
a_{k, 0}=-\sum_{\ell=1}^{k-1}\binom{k}{\ell} \frac{1}{p} S_{k-\ell}(p) a_{\ell, 0} .
$$

Now, $a_{1,0}=0$ implies $a_{k, 0}=0$ for $k \geq 1$.

Finally we show that $a_{k, \ell}=c_{k, \ell}$. Equation (5.4) for $\ell=0$ yields

$$
a_{k, 0}=\sum_{\kappa=0}^{k}\binom{k}{k} c_{k-\kappa, 0} F_{\kappa}(0)=c_{0,0} F_{k}(0)=F_{k}(0),
$$

i.e. $F_{0}(0)=1$ and $F_{k}(0)=0$ for $k \geq 1$. Now, equation (5.4) yields

$$
a_{k, \ell}=\sum_{j=0}^{k}\binom{k}{j} c_{k-j, \ell} F_{j}(0)=c_{k, \ell} F_{0}(0)=c_{k, \ell}
$$

and the proposition is proved completely.

We already know that $a_{k, 0}=0$ for $k \geq 1$ and

$$
\begin{equation*}
a_{k, k}=\left(\frac{p-1}{2}\right)^{k} \quad(k \geq 0) . \tag{5.9}
\end{equation*}
$$

The first $a_{k, \ell}=a_{k, \ell}(p)$ are computed by means of (5.8)

$$
\begin{aligned}
& a_{1,1}=\frac{p-1}{2} \\
& a_{2,1}=\frac{p^{2}-1}{12} \quad a_{2,2}=\left(\frac{p-1}{2}\right)^{2} \\
& a_{3,1}=0 \quad a_{3,2}=\frac{(p-1)^{2}(p+1)}{8} \quad a_{3,3}=\left(\frac{p-1}{2}\right)^{3} \\
& a_{4,1}=-\frac{p^{4}-1}{120} \quad a_{4,2}=\frac{(p-1)^{2}(p+1)^{2}}{48} \quad a_{4,3}=\frac{(p-1)^{3}(p+1)}{8} \quad a_{4,4}=\left(\frac{p-1}{2}\right)^{4} \\
& a_{5,1}=0 \quad a_{5,2}=-\frac{(p-1)^{2}(p+1)\left(p^{2}+1\right)}{48} \quad a_{5,3}=\frac{5(p-1)^{3}(p+1)^{2}}{96} \quad a_{5,4}=\frac{5(p-1)^{4}(p+1)}{48} \quad a_{5,5}=\left(\frac{p-1}{2}\right)^{5}
\end{aligned}
$$

Figure 2. The first numbers $a_{k, \ell}$

In the following we need the
Proposition 5.4 For $k \geq 1$ we have

$$
\begin{equation*}
a_{k, 1}(p)=\frac{(-1)^{k} B_{k}}{k}\left(p^{k}-1\right) \tag{5.10}
\end{equation*}
$$

with the Bernoulli numbers $B_{k}$, and

$$
\begin{equation*}
a_{k, k-1}(p)=\binom{k}{2}\left(\frac{p-1}{2}\right)^{k-1} \frac{p+1}{6} . \tag{5.11}
\end{equation*}
$$

Proof: We use $a_{k, \ell}(p)=c_{k, \ell}(0)$, cf. Proposition 5.3, and both relations in (4.6), i.e. $c_{k, 1}(x)=c^{(k-1)}(x)$ and $c_{k, k-1}(x)=\binom{k}{2} c(x)^{k-2} c^{\prime}(x)$ with $c(x)$ from (4.3). First we compute $a_{k, 1}=a_{k, 1}(p)$. Now, $a_{k, 1}(p)=c^{(k-1)}(0)$ so that (5.10) follows from Lemma 4.5.

We know that $a_{k, k-1}=\binom{k}{2} c^{k-2}(0) c^{\prime}(0)$ where $c(0)=\frac{1}{p}(1+2+\cdots+(p-1))=\frac{p-1}{2}$, i.e, $a_{k, k-1}=\binom{k}{2}\left(\frac{p-1}{2}\right)^{k-2} c^{\prime}(0)$ where $c^{\prime}(0)$ is independent of $k$. In particular, $a_{2,1}=c^{\prime}(0)$. From (5.10) we know that $a_{2,1}=\frac{p^{2}-1}{12}$ and it follows (5.11).

Proposition 5.5 For $k \geq 2$ and $1 \leq \ell<k$ we have that $a_{k, \ell}(p)$ are polynomials in $p$ of degree at most $k$ with $a_{k, \ell}(-1)=0$. Moreover,

$$
\begin{equation*}
a_{k, \ell}(p)=\left(\frac{p-1}{2}\right)^{\ell} \tilde{a}_{k, \ell}(p) \tag{5.12}
\end{equation*}
$$

where $\tilde{a}_{k, \ell}(p)$ are polynomials in $p$ of degree at most $k-\ell$ which are given by $\tilde{a}_{k, k}(p)=1$ and

$$
\begin{equation*}
\ell \tilde{a}_{k, \ell}(p)=\sum_{\mu=\ell-1}^{k-1}\binom{k}{\mu} \frac{2 \tilde{B}_{k-\mu}(p)}{p(p-1)} \tilde{a}_{\mu, \ell-1}(p)-\sum_{\nu=\ell+1}^{k}\binom{\nu}{\ell-1}\left(\frac{p-1}{2}\right)^{\nu-\ell} \tilde{a}_{k, \nu}(p) . \tag{5.13}
\end{equation*}
$$

Proof: From (5.4) we get $a_{k, k}=c_{k, k} F_{0}(0)=\left(\frac{p-1}{2}\right)^{k}$ for $k \geq 0$ and $a_{k, 0}=c_{0,0} F_{k}(0)=F_{k}(0)$ for $k \geq 1$. Assume that $a_{k^{\prime}, \ell^{\prime}}(p)$ are given polynomials with $\operatorname{deg} a_{k^{\prime}, \ell^{\prime}}(p) \leq k^{\prime}$ if $0 \leq k^{\prime}<k$, $0 \leq \ell^{\prime} \leq k^{\prime}$ and if $k^{\prime}=k, \ell<\ell^{\prime} \leq k$. Then $a_{k, \ell}(p)$ is determined by (5.8) and $\operatorname{deg} a_{k, \ell}(p) \leq k$.

We show that $a_{k, \ell}(-1)=0$ for all $k \geq 2$ and $\ell=0, \ldots, k-1$. This is true for $a_{k, 0}=0$ and $a_{k, k-1}$ according to (5.11) with $k \geq 2$. Assume that for $k \geq 2$ we have $a_{k^{\prime}, \ell^{\prime}}(-1)=0$ if $0 \leq k^{\prime}<k, 0 \leq \ell^{\prime} \leq k^{\prime}-1$ and if $k^{\prime}=k, \ell<\ell^{\prime} \leq k-1$. Then from (5.8) we get in view of $a_{\ell-1, \ell-1}(-1)=(-1)^{\ell-1}$ and $a_{k, k}(-1)=(-1)^{k}$, cf. (5.9), that

$$
\begin{aligned}
\ell a_{k, \ell}(-1) & =\binom{k}{\ell-1}(-1) \tilde{B}_{k-\ell+1}(-1)(-1)^{\ell-1}-\binom{k}{\ell-1}(-1)^{k} \\
& =\binom{k}{\ell-1}(-1)^{\ell}\left\{\tilde{B}_{k-\ell+1}(-1)-(-1)^{k-\ell}\right\} \\
& =0
\end{aligned}
$$

since $\tilde{B}_{n}(-1)=(-1)^{n-1}$ which follows from (1.19) with $t=-1$ and (1.21) where $B_{n}=B_{n}(0)$. Next we show (5.12) which is true for all $a_{k, k}$ and $a_{k, 0}, k=0,1,2, \ldots$ since $a_{k, k}=\left(\frac{p-1}{2}\right)^{k}$ and $a_{k, 0}=0$ for $k \geq 1$. Assume (5.12) is true for all $a_{k^{\prime}, \ell^{\prime}}$ with $0 \leq k^{\prime}<k$ and $0 \leq \ell^{\prime} \leq k^{\prime}$ as well as for $a_{k, \ell^{\prime}}$ with $\ell<\ell^{\prime} \leq k$. Then by division of (5.8) with $\left(\frac{p-1}{2}\right)^{\ell}$ we get (5.13) which implies that indeed $\tilde{a}_{k, \ell}(p)$ is a polynomial in $p$ and the supposition is proved by induction.

Proposition 5.6 For the power sum (4.1) with $N \in \mathbb{N}$ and $L=\log _{p} N$ we have

$$
\begin{equation*}
\frac{1}{N} S_{k}(N)=\left(\frac{p-1}{2} L\right)^{k}+\sum_{\ell=0}^{k-1}\left(\frac{p-1}{2} L\right)^{\ell} \sum_{\kappa=0}^{k-\ell}\binom{k}{\kappa} \tilde{a}_{k-\kappa, \ell}(p) F_{\kappa}(L) \tag{5.14}
\end{equation*}
$$

where $\tilde{a}_{k, \ell}(p)$ are polynomials in $p$ of degree at most $k-\ell$, given by $\tilde{a}_{k, k}(p)=1$ and the recursion (5.13).

Proof: We use Corollary 4.4, $F_{0}(\cdot)=1$ and $c_{k, \ell}=a_{k, \ell}(p)=\left(\frac{p-1}{2}\right)^{\ell} \tilde{a}_{k, \ell}(p)$. So we get

$$
\begin{aligned}
\frac{1}{N} S_{k}(N) & =\sum_{\ell=0}^{k} L^{\ell} \sum_{\kappa=0}^{k-\ell}\binom{k}{\kappa}\left(\frac{p-1}{2}\right)^{\ell} \tilde{a}_{k-\kappa, \ell}(p) F_{\kappa}(L) \\
& =\left(\frac{p-1}{2} L\right)^{k}+\sum_{\ell=0}^{k-1}\left(\frac{p-1}{2} L\right)^{\ell} \sum_{\kappa=0}^{k-\ell}\binom{k}{\kappa} \tilde{a}_{k-\kappa, \ell}(p) F_{\kappa}(L)
\end{aligned}
$$

and (5.14) is proved.

Remark 5.7 In view of (5.11) and (5.12) formula (5.14) yields for arbitrary integer $k$ the asymptotic relation

$$
\begin{equation*}
\frac{1}{N} S_{k}(N)=\left(\frac{p-1}{2} L\right)^{k}+\left(\frac{p-1}{2} L\right)^{k-1}\left\{\binom{k}{2} \frac{p+1}{6}+k F_{1}(L)\right\}+o\left(L^{k-1}\right) \tag{5.15}
\end{equation*}
$$

as $N \rightarrow \infty$. In case $k=1$ we get from (5.14) the formula of Trollope-Delange

$$
\begin{equation*}
\frac{1}{N} S_{1}(N)=\frac{p-1}{2} L+F_{1}(L) \tag{5.16}
\end{equation*}
$$

in case $k=2$

$$
\begin{equation*}
\frac{1}{N} S_{2}(N)=\left(\frac{p-1}{2} L\right)^{2}+\frac{p-1}{2} L\left\{\frac{p+1}{6}+2 F_{1}(L)\right\}+F_{2}(L) \tag{5.17}
\end{equation*}
$$

which for $p=2$ is known by Coquet, cf. [3], and in case $k=3$

$$
\begin{aligned}
\frac{1}{N} S_{3}(N)= & \left(\frac{p-1}{2} L\right)^{3}+\left(\frac{p-1}{2} L\right)^{2}\left\{\frac{p+1}{2}+3 F_{1}(L)\right\} \\
& +\frac{p-1}{2} L\left\{\frac{p+1}{3} F_{1}(L)+3 F_{2}(L)\right\}+F_{3}(L)
\end{aligned}
$$

cf. also [22] for $p=2$ or [17, Theorem 6.3]. In case $k=4$ we get

$$
\begin{aligned}
\frac{1}{N} S_{4}(N)= & \left(\frac{p-1}{2} L\right)^{4}+\left(\frac{p-1}{2} L\right)^{3}\left\{p+1+4 F_{1}(L)\right\} \\
& +\left(\frac{p-1}{2} L\right)^{2}\left\{\frac{p+1}{12}+2(p+1) F_{1}(L)+6 F_{2}(L)\right\} \\
& +\frac{p-1}{2} L\left\{-\frac{p+1}{60}+(p+1) F_{2}(L)+4 F_{3}(L)\right\}+F_{4}(L)
\end{aligned}
$$

Remark 5.8 In case $N=p$ we have $L=1$, and in view of $F_{0}(1)=1$ and $F_{k}(1)=0$ for $k>0$ as well as $S_{k}(p)=1^{k}+2^{k}+\cdots+(p-1)^{k}=\tilde{B}_{k}(p)$, cf. (1.20), we get from (5.14) that

$$
\begin{equation*}
\frac{1}{p} \tilde{B}_{k}(p)=\left(\frac{p-1}{2}\right)^{k}+\sum_{\ell=0}^{k-1}\left(\frac{p-1}{2}\right)^{\ell} \tilde{a}_{k, \ell}(p) \tag{5.18}
\end{equation*}
$$

cf. also (5.5) and (5.12). Because $\tilde{a}_{k, \ell}(-1)=0$ for $\ell<k$ we have that $\frac{1}{p} \tilde{B}_{k}(p)-\left(\frac{p-1}{2}\right)^{k}$ is divisible by $p+1$. Hence $\frac{1}{n+1} \tilde{B}_{k}(n+1)-\left(\frac{n}{2}\right)^{k}=\frac{1}{n+1}\left(1^{k}+2^{k}+\cdots+n^{k}\right)-\left(\frac{n}{2}\right)^{k}$ is divisible by $n+2$. So, in particular, for $k=1,2, \ldots$ we have

$$
\begin{array}{ll}
\frac{1}{n+1} \sum_{i=1}^{n} i-\frac{n}{2} & =0 \\
\frac{1}{n+1} \sum_{i=1}^{n} i^{2}-\left(\frac{n}{2}\right)^{2} & =\frac{1}{12} n(n+2) \\
\frac{1}{n+1} \sum_{i=1}^{n} i^{3}-\left(\frac{n}{2}\right)^{3} & =\frac{1}{8} n^{2}(n+2) \\
\frac{1}{n+1} \sum_{i=1}^{n} i^{4}-\left(\frac{n}{2}\right)^{4} & =\frac{1}{240} n(n+2)\left(33 n^{2}+6 n-4\right) \\
\frac{1}{n+1} \sum_{i=1}^{n} i^{5}-\left(\frac{n}{2}\right)^{5} & =\frac{1}{96} n^{2}(n+2)\left(13 n^{2}+6 n-4\right)
\end{array}
$$

and so on.

## 6 Power series and generating functions

We start with the power sums $S_{k}\left(p^{n}\right)$, cf. (4.1) with $N=p^{n}$.
Proposition 6.1 For $n \in \mathbb{N}$ we have

$$
\begin{equation*}
\sum_{k=0}^{\infty} \frac{1}{k!} S_{k}\left(p^{n}\right) z^{k}=\left(\frac{e^{p z}-1}{e^{z}-1}\right)^{n} \quad(z \in \mathbb{C}) \tag{6.1}
\end{equation*}
$$

Proof: We prove (6.1) by induction on $n$. In case $n=1$ we use (1.20) and (1.22) so that

$$
\sum_{k=0}^{\infty} \frac{1}{k!} S_{k}(p) z^{k}=\sum_{k=0}^{\infty} \frac{1}{k!} \tilde{B}_{k}(p) z^{m}=\frac{e^{p z}-1}{e^{z}-1}
$$

where we have convergence for all $z \in \mathbb{C}$ in view of

$$
\frac{e^{p z}-1}{e^{z}-1}=1+e^{z}+\cdots+e^{(p-1) z}
$$

Assume (6.1) is true for a certain $n \geq 0$. Then we have in view of Proposition 5.1 with $N=p^{n}$ and the Cauchy product of two power series

$$
\begin{aligned}
\sum_{k=0}^{\infty} \frac{1}{k!} S_{k}\left(p^{n+1}\right) z^{k} & =\left(\sum_{k=0}^{\infty} \frac{1}{k!} S_{m}\left(p^{n}\right) z^{k}\right)\left(\sum_{k=0}^{\infty} \frac{1}{k!} S_{k}(p) z^{k}\right)=\left(\frac{e^{p z}-1}{e^{z}-1}\right)^{n} \frac{e^{p z}-1}{e^{z}-1} \\
& =\left(\frac{e^{p z}-1}{e^{z}-1}\right)^{n+1}
\end{aligned}
$$

Now we consider the polynomials

$$
\begin{equation*}
P_{k}(t):=\sum_{\ell=0}^{k} a_{k, \ell}(p) t^{\ell} \tag{6.2}
\end{equation*}
$$

with the coefficients $a_{k, \ell}(p)$ given by (5.8). We remember that in particular, $a_{k, k}=\left(\frac{p-1}{2}\right)^{k}$ and that $\frac{1}{p^{n}} S_{k}\left(p^{n}\right)=P_{k}(n)$, cf. (5.3). According to Figure 2 the first polynomials $P_{k}(t)$ read:

$$
\begin{aligned}
& P_{0}(t)=1 \\
& P_{1}(t)=\frac{p-1}{2} t \\
& P_{2}(t)=\frac{p^{2}-1}{12} t+\left(\frac{p-1}{2}\right)^{2} t^{2} \\
& P_{3}(t)=\frac{(p-1)^{2}(p+1)}{8} t^{2}+\left(\frac{p-1}{2}\right)^{3} t^{3} \\
& P_{4}(t)=-\frac{p^{4}-1}{120} t+\frac{(p-1)^{2}(p+1)^{2}}{48} t^{2}+\frac{(p-1)^{3}(p+1)}{8} t^{3}+\left(\frac{p-1}{2}\right)^{4} t^{4} \\
& P_{5}(t)=-\frac{(p-1)^{2}(p+1)\left(p^{2}+1\right)}{48} t^{2}+\frac{5(p-1)^{3}(p+1)^{2}}{96} t^{3}+\frac{5(p-1)^{4}(p+1)}{48} t^{4}+\left(\frac{p-1}{2}\right)^{5} t^{5}
\end{aligned}
$$

Figure 3. The first polynomials $P_{k}(t)$
Proposition 6.2 The polynomials (6.2) have the generating function

$$
\begin{equation*}
\sum_{k=0}^{\infty} \frac{1}{k!} P_{k}(t) z^{k}=\left(\frac{e^{p z}-1}{p\left(e^{z}-1\right)}\right)^{t} \quad(z \in \mathbb{C}) \tag{6.3}
\end{equation*}
$$

and starting with $P_{0}(t)=1$ they satisfy the recursions

$$
\begin{equation*}
P_{k}(t)=t \sum_{\ell=1}^{k}\binom{k-1}{\ell-1} P_{k-\ell}(t) a_{\ell, 1}(p) \tag{6.4}
\end{equation*}
$$

where

$$
a_{\ell, 1}(p)=\frac{(-1)^{\ell} B_{\ell}}{\ell}\left(p^{\ell}-1\right)
$$

with the Bernoulli numbers $B_{\ell}$, cf. (5.10).
Proof: According to $\frac{1}{p^{n}} S_{k}\left(p^{n}\right)=P_{k}(n)$, cf. (5.3), and (6.1) we have for $n \in \mathbb{N}$

$$
\begin{equation*}
\sum_{k=0}^{\infty} \frac{1}{k!} P_{k}(n) z^{k}=\sum_{k=0}^{\infty} \frac{1}{k!} \frac{1}{p^{n}} S_{k}\left(p^{n}\right) z^{k}=\left(\frac{e^{p z}-1}{p\left(e^{z}-1\right)}\right)^{n} \quad(z \in \mathbb{C}) \tag{6.5}
\end{equation*}
$$

so that (6.3) is true for $t=n \in \mathbb{N}$. We show that for all $t \in \mathbb{C}$

$$
\begin{equation*}
\left(\frac{e^{p z}-1}{p\left(e^{z}-1\right)}\right)^{t}=\sum_{k=0}^{\infty} \frac{1}{k!} Q_{k}(t) z^{k} \quad(z \in \mathbb{C}) \tag{6.6}
\end{equation*}
$$

where $Q_{k}(t)$ are polynomials with respect to $t$ of degree $k$. For fix $p$ and $t$ we put

$$
\begin{equation*}
f(z):=\left(\frac{e^{p z}-1}{p\left(e^{z}-1\right)}\right)^{t}=(g(z))^{t} \tag{6.7}
\end{equation*}
$$

with

$$
g(z)=\frac{e^{p z}-1}{p\left(e^{z}-1\right)}=\frac{1}{p}\left(1+e^{z}+\cdots+e^{(p-1) z}\right) \quad(z \in \mathbb{C})
$$

and we have $Q_{k}(t)=\left.f^{(k)}(z)\right|_{z=0}$, in particular $Q_{0}(t)=f(0)=1$. Formula (6.7) yields $\log f(z)=t \log g(z)$. Hence $f^{\prime}(z)=t f(z) \frac{g^{\prime}(z)}{g(z)}$ and by the product rule of Leibniz we get

$$
f^{(k+1)}(z)=t \sum_{\ell=0}^{k}\binom{k}{\ell} f^{(k-\ell)}(z)\left(\frac{g^{\prime}(z)}{g(z)}\right)^{(\ell)}
$$

Note that $\frac{g^{\prime}(z)}{g(z)}=c(z)$ with $c(z)$ from (4.3) and by Lemma 4.5 we have

$$
\left.\left(\frac{g^{\prime}(z)}{g(z)}\right)^{(\ell)}\right|_{z=0}=\frac{(-1)^{\ell+1} B_{\ell+1}}{\ell+1}\left(p^{\ell+1}-1\right)
$$

so that

$$
\begin{equation*}
Q_{k+1}(t)=t \sum_{\ell=0}^{k}\binom{k}{\ell} Q_{k-\ell}(t) \frac{(-1)^{\ell+1} B_{\ell+1}}{\ell+1}\left(p^{\ell+1}-1\right) \tag{6.8}
\end{equation*}
$$

It follows by induction on $k$ that $Q_{k}(t)$ are polynomials with respect to $t$ of degree $k$. We know that $Q_{0}(t)=1$ and owing to (6.8) we get $Q_{1}(t)=t Q_{0}(t) B_{1}(p-1)=t\left(-\frac{1}{2}\right)(p-1)$. Assume that $Q_{k}(t)$ with fixed $k \geq 1$ is a polynomial of degree $k$ then (6.8) implies that $Q_{k+1}$ is a polynomial of degree $k+1$. Finally, $Q_{k}(t)=P_{k}(t)$ for all $t$ since $Q_{k}(n)=P_{k}(n)$ for all integer $n \geq 1$ according to (6.5) and (6.6). We get (6.4) from (6.8) if we replace $Q$ by $P$ as well as $k+1$ by $k$ and $\ell+1$ by $\ell$.

Remark 6.3 1. A consequence of (6.3) is the following additions theorem

$$
\begin{equation*}
P_{k}(s+t)=\sum_{\ell=0}^{k}\binom{k}{\ell} P_{\ell}(s) P_{k-\ell}(t) \tag{6.9}
\end{equation*}
$$

2. Formula (6.3) with $n=1$ yields in view of (1.21) the values for $P_{k}(1)$, namely

$$
\begin{equation*}
P_{k}(1)=\frac{1}{p} \tilde{B}_{k}(p) \quad(k=0,1,2, \ldots) . \tag{6.10}
\end{equation*}
$$

For the values $P_{k}(-1)$ we have

$$
\begin{equation*}
P_{k}(-1)=p^{k+1} \tilde{B}_{k}\left(\frac{1}{p}\right) \quad(k=0,1,2, \ldots) \tag{6.11}
\end{equation*}
$$

which follows from

$$
\left(\frac{e^{p z}-1}{p\left(e^{z}-1\right)}\right)^{-1}=p \frac{e^{\frac{1}{p}(p z)}-1}{\left(e^{p z}-1\right)}=p \sum_{k=0}^{\infty} \frac{\tilde{B}_{k}\left(\frac{1}{p}\right)}{k!}(p z)^{k}=\sum_{k=0}^{\infty} \frac{p^{k+1} \tilde{B}_{k}\left(\frac{1}{p}\right)}{k!} z^{k}
$$

and (6.3) with $n=-1$. We remember that we have by (5.3)

$$
\begin{equation*}
P_{k}(n)=\frac{1}{p^{n}} S_{k}\left(p^{n}\right) \quad(n=0,1,2, \ldots) \tag{6.12}
\end{equation*}
$$

in particular, $P_{0}(n)=0$ and $P_{k}(1)=\frac{1}{p} S_{k}(p)=\frac{1}{p} \tilde{B}_{k}(p)$, cf. (5.5).
Proposition 6.4 In case $p=2$ the polynomials $P_{k}(t)$ satisfy the recursion

$$
P_{0}(t)=1 \quad \text { and } \quad P_{k+1}(t)=t\left(P_{k}(t)-\frac{1}{2} P_{k}(t-1)\right) \quad \text { for } \quad k \geq 0
$$

Proof: From (6.3) with $p=2$ we get

$$
\sum_{k=0}^{\infty} \frac{P_{k}(t)}{k!} z^{k}=\left(\frac{e^{2 z}-1}{2\left(e^{z}-1\right)}\right)^{t}=\left(\frac{e^{z}+1}{2}\right)^{t}
$$

Note that

$$
\sum_{k=0}^{\infty} \frac{P_{k+1}(t)}{k!} z^{k}=\sum_{k=1}^{\infty} \frac{P_{k}(t)}{(k-1)!} z^{k-1}=\frac{d}{d z}\left(\sum_{k=0}^{\infty} \frac{P_{k}(t)}{k!} z^{k}\right)
$$

and

$$
\frac{d}{d z}\left(\frac{e^{z}+1}{2}\right)^{t}=t\left(\frac{e^{z}+1}{2}\right)^{t-1} \frac{1}{2} e^{z}
$$

Further,

$$
\begin{aligned}
\sum_{k=0}^{\infty} \frac{P_{k}(t)-\frac{1}{2} P_{k}(t-1)}{k!} z^{k} & =\left(\frac{e^{z}+1}{2}\right)^{t}-\frac{1}{2}\left(\frac{e^{z}+1}{2}\right)^{t-1} \\
& =\left(\frac{e^{z}+1}{2}\right)^{t-1} \frac{1}{2} e^{z}
\end{aligned}
$$

Compare of coefficients implies assertion.

Remark 6.5 By equating coefficients of $t^{\ell}$ in relation (6.4) we find a new recursion for the polynomials $a_{k, \ell}(p)$, namely

$$
\begin{equation*}
a_{k, \ell}(p)=\sum_{j=1}^{k-\ell+1}\binom{k-1}{j-1} a_{k-j, \ell-1}(p) a_{j, 1}(p) \tag{6.13}
\end{equation*}
$$

cf. (5.8).

Now for integer $\ell \geq 0$ we introduce the generating functions of $a_{k, \ell}=a_{k, \ell}(p)$ by

$$
\begin{equation*}
G_{\ell}(z):=\sum_{k=0}^{\infty} \frac{a_{k, \ell}}{k!} z^{k} . \tag{6.14}
\end{equation*}
$$

Note that $G_{0}(z)=1$ since $a_{0,0}=1$ and $a_{k, 0}=0$ for $k \geq 1$ and that for $\ell \geq 1$

$$
\begin{equation*}
G_{\ell}(z)=\sum_{k=0}^{\infty} \frac{a_{k+1, \ell}}{(k+1)!} z^{k+1} \tag{6.15}
\end{equation*}
$$

since $a_{0, \ell}=0$, i.e. $G_{\ell}(0)=0$. In particular

$$
\begin{equation*}
G_{1}(z)=\sum_{k=1}^{\infty} \frac{(-1)^{k} B_{k}}{k \cdot k!}\left(p^{k}-1\right) z^{k} \tag{6.16}
\end{equation*}
$$

with the Bernoulli numbers $B_{k}$, cf. (5.10).
Proposition 6.6 For $\ell \geq 1$ we have

$$
\begin{equation*}
G_{\ell}(z)=\frac{1}{\ell!} G_{1}(z)^{\ell} \tag{6.17}
\end{equation*}
$$

with $G_{1}(z)$ from (6.16).
Proof: Let be $\ell \geq 1$. Relation (6.13) with $k+1$ instead of $k$ and $\ell+1$ instead of $\ell$ can be written as

$$
\begin{aligned}
a_{k+1, \ell+1} & =\sum_{j=1}^{k-\ell+1}\binom{k}{j-1} a_{k+1-j, \ell} a_{j, 1} \\
& =\sum_{i=0}^{k}\binom{k}{i} a_{k-i, \ell} a_{i+1,1}
\end{aligned}
$$

with $i=j-1$ where we have used that $a_{k-i, \ell}=0$ for $i \geq k-\ell+1$ in view of $a_{m, n}=0$ for $m<n$. So we have after multiplication with $z^{k}$

$$
\frac{a_{k+1, \ell+1}}{k!} z^{k}=\sum_{i=0}^{k} \frac{a_{k-i, \ell}}{(k-i)!} z^{k-i} \frac{a_{i+1,1}}{i!} z^{i}
$$

and summation over $k$ yields in view of the Cauchy product and the relations

$$
\sum_{k=0}^{\infty} \frac{a_{k+1, \ell+1}}{k!} z^{k}=\left(\sum_{k=0}^{\infty} \frac{a_{k+1, \ell+1}}{(k+1)!} z^{k+1}\right)^{\prime}=G_{\ell+1}^{\prime}(z)
$$

and

$$
\sum_{i=0}^{\infty} \frac{a_{i+1,1}}{i!} z^{i}=\left(\sum_{i=0}^{\infty} \frac{a_{i+1,1}}{(i+1)!} z^{i+1}\right)^{\prime}=G_{1}^{\prime}(z)
$$

that

$$
G_{\ell+1}^{\prime}(z)=G_{\ell}(z) G_{1}^{\prime}(z)
$$

which is also valid for $\ell=0$ since $G_{0}(z)=1$.
Now we can prove (6.17) by induction on $\ell$. Obviously, it is true for $\ell=1$. Assume that it is true for an integer $\ell \geq 1$. Then we get

$$
\begin{aligned}
G_{\ell+1}^{\prime}(z) & =G_{\ell}(z) G_{1}^{\prime}(z) \\
& =\frac{1}{\ell!} G_{1}(z)^{\ell} G_{1}^{\prime}(z) \\
& =\frac{1}{(\ell+1)!} \frac{d}{d z} G_{1}(z)^{\ell+1}
\end{aligned}
$$

So $G_{\ell+1}(z)=\frac{1}{(\ell+1)!} G_{1}(z)+c$ where $c=0$ in view of $G_{1}(0)=0$ and $G_{\ell+1}(0)=0$.
Proposition 6.7 The polynomials $a_{k, \ell}(p)$ have the explicit representation

$$
\begin{equation*}
a_{k, \ell}(p)=\frac{(-1)^{k} k!}{\ell!} \sum_{k_{1}+\cdots+k_{\ell}=k} \frac{k!}{k_{1}!\cdots k_{\ell}!}\left(\prod_{n=1}^{\ell} \frac{B_{k_{n}}}{k_{n} \cdot k_{n}!}\left(p^{k_{n}}-1\right)\right) \tag{6.18}
\end{equation*}
$$

where $k_{1}, \ldots, k_{\ell}$ are positive integers and where $B_{k}$ are the Bernoulli numbers. Moreover,

$$
\begin{equation*}
a_{k, \ell}\left(\frac{1}{p}\right)=\frac{(-1)^{\ell}}{p^{k}} a_{k, \ell}(p) . \tag{6.19}
\end{equation*}
$$

Proof: By Proposition 6.6 we have in view of (6.14) and (6.16)

$$
\begin{equation*}
\sum_{k=0}^{\infty} \frac{a_{k, \ell}(p)}{k!} z^{k}=\frac{1}{\ell!}\left(\sum_{k=1}^{\infty} \frac{(-1)^{k} B_{k}}{k \cdot k!}\left(p^{k}-1\right) z^{k}\right)^{\ell} \tag{6.20}
\end{equation*}
$$

Applying the multimonial theorem (cf. H. Hall [10], Combinatorical theory Wiley (1986)) we get for the right-hand side of (6.20) with positive integers $k_{i}$

$$
\frac{1}{\ell!} \sum_{k_{1}+\ldots+k_{\ell}=k} \frac{k!}{k_{1}!\cdots k_{\ell}!}\left(\prod_{n=1}^{\ell} \frac{(-1)^{k_{n}} B_{k_{n}}}{k_{n} \cdot k_{n}!}\left(p^{k_{n}}-1\right) z^{k_{1}+\cdots+k_{\ell}}\right)
$$

which in view of $(-1)^{k_{1}} \cdots(-1)^{k_{\ell}}=(-1)^{k}$ if $k_{1}+\cdots+k_{\ell}=k$ is equal to

$$
\frac{1}{\ell!} \sum_{k=\ell}^{\infty}(-1)^{k} \sum_{k_{1}+\cdots+k_{\ell}=k} \frac{k!}{k_{1}!\cdots k_{\ell}!}\left(\prod_{n=1}^{\ell} \frac{B_{k_{n}}}{k_{n} \cdot k_{n}!}\left(p^{k_{n}}-1\right)\right) z^{k}
$$

Now comparing coefficients of $z^{k}$ in (6.20) yields (6.18).

From (6.18) with $\frac{1}{p}$ instead of $p$ we get in view of

$$
\begin{aligned}
\sum_{k_{1}+\cdots+k_{\ell}=k}\left(\prod_{n=1}^{\ell} \frac{B_{k_{n}}}{k_{n} \cdot k_{n}!}\left(\frac{1}{p^{k_{n}}}-1\right)\right) & =\frac{1}{p^{k}} \sum_{k_{1}+\cdots+k_{\ell}=k}\left(\prod_{n=1}^{\ell} \frac{B_{k_{n}}}{k_{n} \cdot k_{n}!}\left(1-p^{k_{n}}\right)\right) \\
& =\frac{(-1)^{\ell}}{p^{k}} \sum_{k_{1}+\cdots+k_{\ell}=k}\left(\prod_{n=1}^{\ell} \frac{B_{k_{n}}}{k_{n} \cdot k_{n}!}\left(p^{k_{n}}-1\right)\right)
\end{aligned}
$$

the relation (6.19).

Remark 6.8 Let $A_{k, \ell}$ be the main coefficient of the polynomial $a_{k, \ell}(p)$, that means

$$
\begin{equation*}
a_{k, \ell}(p)=A_{k, \ell} p^{k}+o\left(p^{k}\right) \quad(k \rightarrow \infty) . \tag{6.21}
\end{equation*}
$$

Then from (6.18) we see that

$$
A_{k, \ell}=(-1)^{\ell} a_{k, \ell}(0)
$$

and (5.5) implies in view of (1.21) and (1.18) that

$$
\begin{equation*}
\sum_{\ell=0}^{k} A_{k, \ell}=\frac{1}{k+1} \tag{6.22}
\end{equation*}
$$

and that

$$
\begin{equation*}
\sum_{\ell=0}^{k} a_{k, \ell}(0)=\frac{B_{k}}{k+1} \tag{6.23}
\end{equation*}
$$

with the Bernoulli numbers $B_{k}$, see Figure 2.
We know already from Proposition 5.5 that for $k \geq 2$ and $1 \leq \ell<k$ the polynomials $a_{k, \ell}(p)$ are divisible by $p+1$.

Proposition 6.9 For integer $\ell \geq 1$ and $r \geq 1$ the polynomial $a_{\ell+2 r, \ell}(p)$ is divisible by $(p+1)^{2}$, see Figure 2.

Proof: We write short $a_{k, \ell}$ for $a_{k, \ell}(p)$ and use induction on $\ell$. The assertion is true for $\ell=1$ since $a_{2 r+1,1}(p)=0$ according to (5.10) and $B_{2 r+1}=0$. Assume that for a fixed $\ell \geq 1$ the polynomials $a_{\ell+2 r, \ell}(p)$ for all $r \geq 1$ are divisible by $(p+1)^{2}$. By (6.13) with $\ell+1+2 r$ instead of $k$ and $\ell+1$ instead of $\ell$ we get for arbitrary integer $r \geq 1$

$$
\begin{aligned}
a_{\ell+1+2 r, \ell+1}(p) & =\sum_{j=1}^{2 r+1}\binom{\ell+2 r}{j-1} a_{\ell+1+2 r-j, \ell}(p) a_{j, 1}(p) \\
& =a_{\ell+2 r, \ell} a_{1,1}+\binom{\ell+2 r}{1} a_{\ell+2 r-1, \ell} a_{2,1}+\cdots+\binom{\ell+2 r}{2 r} a_{\ell, \ell} a_{2 r+1,1}
\end{aligned}
$$

By induction assumption the first product $a_{\ell+2 r, \ell} a_{1,1}$ is divisible by $(p+1)^{2}$. The last product $a_{\ell, \ell} a_{2 r+1,1}=0$ since $a_{2 r+1,1}=0$ for $r \geq 1$. Moreover, all another products $a_{\ell+2 r-1, \ell} a_{2,1}, \ldots, a_{\ell+1, \ell} a_{2 r, 1}$ are also divisible by $(p+1)^{2}$ since each of the both factors (polynomials) is divisible by $p+1$ according to Proposition 5.5. Consequently, $a_{\ell+1+2 r, \ell+1}(p)$ is divisible by $(p+1)^{2}$ and the assertion is proved by induction.

Remark 6.10 Comparison with recursion (1.7) and formula (1.8) yields $q_{k}(t)=2^{k} P_{k}(t)$ for the polynomials $q_{k}(t)$ introduced in [8].

Theorem 6.11 For $N \in \mathbb{N}$ and $L=\log _{p} N$ we have

$$
\begin{equation*}
\sum_{k=0}^{\infty} \frac{1}{k!} \frac{1}{N} S_{k}(N) z^{k}=\left(\sum_{k=0}^{\infty} \frac{1}{k!} P_{k}(L) z^{k}\right)\left(\sum_{k=0}^{\infty} \frac{1}{k!} F_{k}(L) z^{k}\right) \quad(z \in \mathbb{C}) \tag{6.24}
\end{equation*}
$$

with the polynomials (6.2) and

$$
\begin{equation*}
\sum_{k=0}^{\infty} \frac{1}{k!} F_{k}(L) z^{k}=\left(\sum_{k=0}^{\infty} \frac{1}{k!} \frac{1}{N} S_{k}(N) z^{k}\right)\left(\sum_{k=0}^{\infty} \frac{1}{k!} P_{k}(-L) z^{k}\right) \quad(z \in \mathbb{C}) \tag{6.25}
\end{equation*}
$$

Proof: For the power sum (4.1) we have by Corollary 4.4 in view of $c_{k, \ell}=a_{k, \ell}(p)$, cf. Proposition 5.3, that

$$
\begin{aligned}
\frac{1}{N} S_{k}(N) & =\sum_{\ell=0}^{k} L^{\ell} \sum_{\kappa=0}^{k-\ell}\binom{k}{\kappa} a_{k-\kappa, \ell} F_{\kappa}(L) \\
& =\sum_{\kappa=0}^{k} \sum_{\ell=0}^{k-\kappa}\binom{k}{\kappa} a_{k-\kappa, \ell} L^{\ell} F_{\kappa}(L)
\end{aligned}
$$

Hence,

$$
\begin{aligned}
\frac{1}{k!} \frac{1}{N} S_{k}(N) & =\sum_{\kappa=0}^{k} \frac{1}{(k-\kappa)!} \sum_{\ell=0}^{k-\kappa} a_{k-\kappa, \ell}(p) L^{\ell} \frac{1}{\kappa!} F_{\kappa}(L) \\
& =\sum_{\kappa=0}^{k} \frac{1}{(k-\kappa)!} P_{k-\kappa}(L) \frac{1}{\kappa!} F_{\kappa}(L) .
\end{aligned}
$$

In view of the Cauchy product of two power series we get (6.24) with the polynomials (6.2). If we replace $t$ by $-t$ in (6.24) and in (6.2) we see that (6.24) implies (6.25).

Remark 6.12 1. For $N \in \mathbb{N}$ and $L=\log _{p} N$ we have by Theorem 6.11

$$
\begin{equation*}
\frac{1}{N} S_{k}(N)=\sum_{\ell=0}^{k}\binom{k}{\ell} P_{k}(L) F_{k-\ell}(L) \tag{6.26}
\end{equation*}
$$

and

$$
\begin{equation*}
F_{k}(L)=\sum_{\ell=0}^{k}\binom{k}{\ell} P_{\ell}(-L) \frac{1}{N} S_{k-\ell}(N) \tag{6.27}
\end{equation*}
$$

For the case $p=2$ one can find in [8] a similarly representation of $S_{k}(N)$ by means of generating functions.
2. Up to now we only know about the 1-periodic functions $F_{k}(u)$ with $k \geq 1$ that $F_{k}(0)=0$. By means of (6.27) we are able to compute the values $F_{k}(u)$ for $u=\log _{p} N$ if $N \leq p$ since for these $N$ the sums $S_{k-\ell}(N)$ are the usual power sums

$$
\sum_{n=0}^{N-1} n^{k-\ell}=\tilde{B}_{k-\ell}(N)
$$

cf. (1.20). According to (6.27) we get for $u=u_{N}:=\log _{p} N$ with $N \leq p$ that

$$
\begin{equation*}
F_{k}\left(u_{N}\right)=\sum_{\ell=0}^{k}\binom{k}{\ell} P_{\ell}\left(-u_{N}\right) \frac{1}{N} \tilde{B}_{k-\ell}(N) . \tag{6.28}
\end{equation*}
$$

where $\tilde{B}_{n}(\cdot)$ are the generalized Bernoulli polynomials, cf. (1.21).
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