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Manfred Krüppel

On the improper derivatives of Tagaki’s continuous
nowhere differentiable function

ABSTRACT. This note is a completion of [5] where it was investigated among other things
the improper derivatives of Takagi’s continuous nowhere differentiable function T . We de-
termine all points x for which T has the one-sided improper derivatives T ′+(x) = ∞ and
T ′−(x) =∞.

KEY WORDS. Takagi’s continuous nowhere differentiable function, improper derivatives

1 Introduction

In 1903, T. Takagi [6] discovered an example of a continuous, nowhere differentiable function
that was simpler than a well-known example of K. Weierstrass. Takagi’s function T is defined
by

T (x) =
∞∑
n=0

∆ (2nx)

2n
(x ∈ R) (1.1)

where ∆(y) = dist (y,Z) is a periodic function with period 1. The Takagi function was
rediscovered independently by others, e.g. Knopp in 1918, Van der Waerden in 1930 and
Hildebrandt in 1933, cf. [3].

It is known that T does not have a finite one-sided derivative anywhere. But at each dyadic
rational point x = m

2n
there exist the right-hand improper derivative

T ′+(x) = lim
h→+0

T (x+ h)− T (x)

h
= +∞

and left-hand improper derivative

T ′−(x) = lim
h→−0

T (x+ h)− T (x)

h
= −∞,

cf. [5]. Begle and Ayres [2] have investigated non-dyadic points x 6= m
2n

for which the
Takagi function (with the notation Hildebrandt function) does have an improper derivative
T ′(x) = +∞ or T ′(x) = −∞. For given x let In and On represent the number of 1′s and 0′s
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among the first n terms in the dyadic expansion of x, and Dn = On− In. The claim of Begle
and Ayres reads: If limDn = +∞ then T ′(x) = +∞ and if limDn = −∞ then T ′(x) = −∞.
But this cannot be true since in [5] is a counterexample, cf. Example 7.2.

The purpose of this paper is to determine all non-dyadic points x 6= m
2n

for which the
improper derivatives do exist. We consider the right-hand and left-hand improper derivatives
separately. In view of the symmetry T (1 − x) = T (x) it holds T ′+(x) = ±∞ if and only if
T ′−(1−x) = ∓∞. Therefore we only investigate the case +∞. The main results of this note
is that for non-dyadic x with the representation

x =
∞∑
n=1

1

2an
(1.2)

where 1 ≤ a1 < a2 < . . . are integers, we have:

(i) T ′+(x) =∞ ⇐⇒ Dn →∞ (n→∞)

and

(ii) T ′−(x) =∞ ⇐⇒ 2Dan dn
2dn
→∞ (n→∞)

where dn = an+1 − an, (Proposition 3.1, Proposition 4.5 and Remark 4.6).
Since dn2−dn is bounded and Dn →∞ implies Dan →∞, from (i) and (ii) it follows

(iii) T ′(x) =∞ ⇐⇒ 2Dan dn
2dn
→∞ (n→∞).

Remark 1.1 It is remarkable that if T ′−(x) =∞ then also T ′+(x) =∞ but not conversely.
In Example 7.2 from [5] it was considered a point (1.2) where an+1 ≥ 4an. Here T ′+(x) =∞
since Dn → ∞, but in [5] it was shown that T ′−(x) = ∞ does not be valid. Hence, the
condition in (ii) cannot be satisfied.

Remark 1.2 The condition in (iii) is satisfied if and only if Dan → ∞ and if e.g. dn is
bounded, but the condition also may be satisfied if dn →∞.

Example 1.3 Take the point (1.2) with an = 1 + 2 + . . . + n = n(n+1)
2

. Then dn = n + 1,
Dan = an − 2n = n(n−3)

2
and

2Dan
dn
2dn

= 2n(n−3)/2n+ 1

2n+1
= 2(n2−5n−2)/2(n+ 1)→∞

as n→∞. So by (iii) we have T ′(x) =∞.

Remark 1.4 Let us mention that in (iii) the term Dan cannot be replaced by Dn. This
shows the Example 1.3 since in view of dan = n(n+1)

2
+ 1 = n2+n+2

2
we have for k = an

2Dk
dk
2dk

= 2n(n−3)/2
n2+n+2

2

2(n2+n+2)/2
=
n2 + n+ 2

22n+2
→ 0

though T ′(x) =∞.
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2 Relations for Takagi’s function

In order to determine the improper derivatives we need some relations for the Takagi function.
It is known that T satisfies for 0 ≤ x ≤ 1 the following system of functional equations

T
(x

2

)
=
x

2
+

1

2
T (x), T

(
1 + x

2

)
=

1− x
2

+
1

2
T (x), (2.1)

cf. e.g. [4], [5]. Moreover, for ` ∈ N, k = 0, 1, . . . , 2` − 1 and x ∈ [0, 1], the Takagi function
T satisfies the equations

T

(
k + x

2`

)
= T

(
k

2`

)
+
`− 2s(k)

2`
x+

1

2`
T (x) (2.2)

and
T

(
k − x

2`

)
= T

(
k

2`

)
+

2s(k − 1)− `
2`

x+
1

2`
T (x) (2.3)

where s(k) denotes the binary sum-of-digit function which is the number of ones in the
binary representation of k, cf. [5, Proposition 2.1].

Note that for given x with the dyadic expansion

x = 0, ξ1, ξ2 . . . (2.4)

we have for the difference Dn = On − In of the number of 0′s and 1′ in the first n terms of
(2.4)

Dn =
n∑
ν=1

(−1)ξν .

Besides of (2.4) we consider y = 0, η1η2 . . . with ηn ∈ {0, 1}. It is known that if x and y are
different points in [0, 1] with ξν = ην for ν ≤ n ∈ N then

T (x)− T (y)

x− y
= Dn +

T (xn)− T (yn)

xn − yn
, (2.5)

where xn = 0, ξn+1ξn+2 . . . and yn = 0, ηn+1ηn+2 . . ., cf. [5, Formula (5.3)]. Let us mention
that the index in Formula (5.3) is not correct.

The following estimate is already known for 0 < x ≤ 1
2
from [5, Lemma 3.1].

Lemma 2.1 For 0 < x ≤ 1 the Takagi function T satisfies the estimate

log2

1

x
≤ 1

x
T (x) ≤ log2

1

x
+ c (2.6)

with a positive constant c < 2
3
.

Proof: Since (2.6) is true for 0 < x ≤ 1
2
we can assume that 1

2
< x ≤ 1. By the first

relation in (2.1) we have T (x) = 2T (x
2
) − x and hence 1

x
T (x) = 2

x
T (x

2
) − 1. In view of

log2
2
x

= 1 + log2
1
x
and x

2
≤ 1

2
it follows that (2.6) is also true for 1

2
< x ≤ 1. Thus, the

lemma is proved. �
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3 Right-hand improper derivatives

First we investigate the existence of the right-hand improper derivative.

Proposition 3.1 The Takagi function T has at the non-dyadic point x the right-hand
improper derivative T ′+(x) =∞ if and only if Dn →∞ as n→∞.

Proof: Since x is a non-dyadic point the expansion (2.4) contains infinitely ones and zeros.
Let y have the dyadic representation y = η0, η1η2 . . . where ην = ξν for ν ≤ n and ηn+1 = 1,
ξn+1 = 0 so that x < y < x+ 21−n. We investigate the term

T (y)− T (x)

y − x

as n→∞.

1. Assume T ′+(x) = ∞. If we choose ην = 1 − ξν for ν > n + 1, then yn = 1 − xn and by
(2.5) we have

T (y)− T (x)

y − x
= Dn. (3.1)

Since x < y ≤ x+ 1
2n

it follows that T ′+(x) =∞ implies Dn →∞.

2. Suppose Dn →∞. By (2.5) we have

T (y)− T (x)

y − x
= Dn +

T (yn)− T (xn)

yn − xn

where xn = 0, 0ξn+2 . . . and yn = 0, 1ηn+2 . . . so that 0 < xn < 1
2
and 1

2
≤ yn ≤ 1. We

consider two cases:

2.1 In case 7
8
< yn ≤ 1 we have yn − xn > 1

8
and

T (yn)− T (xn)

yn − xn
>
−2

3
1
8

= −16

3
.

2.2 In case 1
2
≤ yn ≤ 7

8
we put yn = 1+t

2
with 0 ≤ t ≤ 1

4
. By (2.1) and T (t) ≥ 2t for 0 ≤ t ≤ 1

4

T (yn) = T

(
1 + t

2

)
=

1− t
2

+
1

2
T (t) ≥ 1 + t

2

and
T (yn)− T (xn)

yn − xn
≥ 1 + t− 2T (xn)

1 + t− 2xn
.

For the derivative of the function

f(t) =
1 + t− 2T (xn)

1 + t− 2xn
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we have

f ′(t) =
(1 + t− 2xn)− (1 + t− 2T (xn))

(1 + t− 2xn)2
=

2T (xn)− 2xn
(1 + t− 2xn)2

≥ 0 .

Hence, for 0 ≤ t ≤ 1
4
the function f(t) is increasing and

T (yn)− T (xn)

yn − xn
≥ f(0) =

T (1
2
)− T (xn)
1
2
− xn

.

With h = 1 − 2xn, i.e. xn = 1−h
2
, we find in view of the symmetry of T with respect to 1

2

that
T (1

2
)− T (xn)
1
2
− xn

=
1
2
− T (1+h

2
)

h/2
=

1
2
− 1−h

2
− 1

2
T (h)

h/2
= 1− T (h)

h

where we have used the second equation in (2.1). By Lemma 2.1

T (h)

h
≤ log2

1

h
+ c

with c < 2
3
. Note that h = 1 − 2xn = 0, ξn+2ξn+3 . . . with ξν = 1 − ξν . If ξn+ν = 1

for ν = 2, 3, . . . ,m and ξn+m+1 = 0 then m ≥ 2, h ≥ 1/2m and log2
1
h
≤ m. Note that

m = In+m − In and On+m −On = 1 since ξn+1 = 0. Hence, Dn+m −Dn = 1−m and we get

Dn +
T (yn)− T (xn)

yn − xn
≥ Dn + 1−m− c = Dn+m − c.

Both cases 2.1 and 2.2 together yield

T (y)− T (x)

y − x
≥ inf

k≥n
Dk +O(1)

which implies T ′+(x) =∞ since Dn →∞. �

4 Left-hand improper derivatives

The determining of the conditions for the existence of the left-hand improper derivative
T ′−(x) =∞ is more complicated. We need some lemmas.

Lemma 4.1 Assume that x = k+r
2m

and y = k−h
2m

where k is an odd integer and 0 < r < 1,
0 ≤ h ≤ 1. Then we have

T (x)− T (y)

x− y
= Dm +

2h

r + h
+
T (r)− T (h)

r + h
. (4.1)



8 M. Krüppel

Proof: According to equation (2.2) we have

T (x) = T

(
k + r

2m

)
= T

(
k

2m

)
+
m− 2s(k)

2m
r +

1

2m
T (r)

and by equation (2.3)

T (y) = T

(
k − h

2m

)
= T

(
k

2m

)
+

2s(k − 1)−m
2m

h+
1

2m
T (h).

Since k is an odd integer, we have s(k − 1) = s(k)− 1. It follows

T (x)− T (y) =
m− 2s(k)

2m
(r + h) +

2h

2n
+
T (r)− T (h)

2m

and in view of x− y = (r + h)/2m and Dm = m− 2s(k) it follows (4.1). �

Assume that x is a non-dyadic point with the representation (1.2) so that

x =
kn + rn

2an
, kn = 2an

n∑
ν=1

1

2aν
, rn = 2an

∞∑
ν=n+1

1

2aν
(4.2)

and that
y =

kn − hn
2an

, 0 ≤ hn ≤ 1. (4.3)

Note that rn > 0 since x is a non-dyadic point. Put dn = an+1−an then we have dn ≥ 1 and

rn =
1

2dn

∞∑
ν=n+1

1

2aν−an+1
≤ 2

2dn

and therefore
dn − 1 ≤ log2

1

rn
< dn. (4.4)

Lemma 4.2 If hn > 0 then we put hn = 2trn > 0 and it holds

T (x)− T (y)

x− y
= Dan − dn +

t2t + 2dn
1 + 2t

+O(1) (4.5)

for t ≤ log2
1
rn
.

Proof: Because of rn > 0 and 0 < hn ≤ 1, cf. (4.3), we can write hn = 2trn with t ≤ log2
1
rn
.

By Lemma 4.1 with m = an

T (x)− T (y)

x− y
= Dan −

2hn
rn + hn

+
T (rn)− T (hn)

rn + hn
.

Moreover the term 2hn/(rn + hn) is bounded and the last term can be written in the form

T (rn)− T (hn)

rn + hn
=

rn
rn + hn

T (rn)

rn
− hn
rn + hn

T (hn)

hn
.
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By Lemma 2.1 and (4.4) we get

dn − 1 ≤ 1

rn
T (rn) < dn + c

with a constant c < 2
3
, i.e.

1

rn
T (rn) = dn + εn

with |εn| ≤ 1. For hn = 2trn we have

log2

1

hn
= log2

1

rn
− t

and as before
1

hn
T (hn) = dn − t+ δn

with |δn| ≤ 2. So with hn = 2trn we get

T (rn)− T (hn)

rn + hn
=

1

1 + 2t
T (rn)

rn
− 2t

1 + 2t
T (hn)

hn

=
1

1 + 2t
(dn + εn)− 2t

1 + 2t
(dn − t+ δn)

= −dn +
t2t + 2dn

1 + 2t
+

1

1 + et
εn −

2t

1 + 2t
δn

which yields (4.5). �

In view of (4.5) we want to estimate the minimum of the function

fn(t) =
t2t + 2dn

1 + 2t
(t ∈ R). (4.6)

Lemma 4.3 For positive integer d the function f(t) = (t2t + 2d)/(1 + 2t) attains its
minimum exactly at one point t∗ = t∗(d) where t∗(d) < d− 1. It holds

f(t∗) = log2 d+O(1). (4.7)

Proof: 1. Note that f(t)→ 2d as t→ −∞ and f(t)→ +∞ as t→ +∞. Moreover, for the
derivative

f ′(t) =
(2t + t2t log 2)(1 + 2t)− (t2t + 2d)2t log 2

(1 + 2t)2

we have f ′(t) = 0 if and only if

g(t) = 1 + 2t + t log 2− 2d log 2

vanishes. Now g(t) is strictly increasing with g(t) → −∞ as t → −∞ and g(t) → +∞ as
t→ +∞ so that there is exactly one real number t∗ = t∗(d) with g(t∗) = 0.
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In order to show that t∗ < d− 1 we prove the inequality

g(d− 1) = 1 + 2d−1 + (d− 1) log 2− 2d log 2 > 0

which is true for d = 1. Moreover g(d) − g(d − 1) = 2d−1 − log 2 ≥ 1 − log 2 > 0 so that
indeed g(d− 1) > 0 for all d ≥ 1. Consequently, t∗ < d− 1.

2. In order to show (4.7) we put 2t∗ = τ∗d with suitable τ∗ = τ∗(d). Then we have

g(t∗) = 1 + τ∗d+ log2(τ∗d) log 2− 2d log 2 = 0

so that τ∗ is a zero of the function

h(τ, d) = 1 + τd+ log(τd)− 2d log 2.

We show that a < τ∗ < 2 where a = 2 log 2 − 1. Note that 0 < a < 1 and hence h(a, 1) =

1 + a+ log a− 2 log 2 = log a < 0. Moreover

h(a, d+ 1)− h(a, d) = a+ log (d+ 1)− log d− 2 log 2 ≤ a− 2 log 2 = −1

so that h(a, d) < 0 for all d ≥ 1. On the other hand

h(2, d) = 1 + 2d+ log 2 + log d− 4 log 2 ≥ 3− 3 log 2 > 0

and it follows a < τ∗ < 2 since h(τ, d) is strictly increasing with respect to τ .

Finally, with t∗ = log2(τ∗d) we get

f(t∗) =
(log2 τ∗ + log2 d)τ∗d+ 2d

1 + τ∗d

= log2 d+
τ∗d(log2 τ∗ − 1)

1 + τ∗d
+

2d

1 + τ∗d

where in view of a < τ∗ < 2 it holds

τ∗d(log2 τ∗ − 1)

1 + τ∗d
∼ log2 τ∗ − 1,

2d

1 + τ∗d
∼ 2

τ∗

as d→∞. This implies (4.7). �

Corollary 4.4 The function (4.6) attains its minimum exactly at one point tn where
tn < dn − 1 and it holds fn(tn) = log2 dn +O(1), i.e.

t2t + 2dn
1 + 2t

≥ log2 dn +O(1).
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Proposition 4.5 The Takagi function has at the non-dyadic point x with the represen-
tation (1.2) the left-side improper derivative T ′−(x) =∞ if and only if

Dan − dn + log2 dn →∞ (4.8)

as n→∞.

Proof: First we assume that x has the expansion (2.4). For given positive integer m let be
y = 0, η1η2 . . . a number with ην = ξν for ν < m, ηm = 0, ξm = 1 so that x− 21−m ≤ y < x.
Again, we investigate the term

T (x)− T (y)

x− y
as m→∞. Note that

x =
k + r

2m
, k = 2m

m∑
ν=1

ξν
2ν
, r = 2m

∞∑
ν=m+1

ξν
2ν

where 0 < r < 1 since x is not dyadic rational. In view of

y ≤
m−1∑
ν=1

ξν
2ν

+
∞∑

ν=m+1

1

2ν
=
k − 1

2m
+

1

2m
=

k

2m
y ≥

m−1∑
ν=1

ξν
2ν

=
k − 1

2m

we have y = (k−h)/2m with 0 ≤ h ≤ 1. Let an ≤ m < an+1 then we get the representations
(4.2) and (4.3) where kn = k/2m−an is an odd integer, rn = r/2m−an , hn = h/2m−an , and
m→∞ if and only if n→∞.
In case hn = 0 we get by Lemma 4.1

T (x)− T (y)

x− y
= Dan +

T (rn)

rn
> Dan . (4.9)

In case hn > 0 we put hn = 2tnrn with tn from Corollary 4.4 which is only possible if 2tn ≤ 1.
But tn < dn − 1 and in view of dn − 1 < log2

1
rn
, cf. (4.4), in fact 2tnrn < 2dn−1rn < 1. By

Lemma 4.2 and Corollary 4.4 we have

T (x)− T (y)

x− y
≥ Dan − dn + log2 dn +O(1) (4.10)

where we have equality if we choose y such that hn = 2tnrn in (4.3). From (4.9) we see that
(4.10) is also valid in case hn = 0 since −dn + log2 dn < 0.

Now it is easy to finish the proof. If (4.8) is satisfied then by (4.10) we obtain T ′−(x) = ∞.
Conversely, if (4.8) fails then there is a strictly increasing sequence {n′} of integers so that
Dan′

− dn′ + log2 dn′ → K < ∞ as n′ → ∞. We use (4.2), (4.3) both with n′ instead of n,
where we put hn′ = 2tn′rn′ . Then by (4.10)

T (x)− T (y)

x− y
= Dn′ − dn′ + log2 dn′ +O(1)
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so that
lim inf
y→x−

T (x)− T (y)

x− y
<∞.

Thus, the proposition is proved. �

Remark 4.6 The condition (4.8) can also be written as

2Dan
dn
2dn
→∞ (4.11)

as in (ii) of the Introduction.

Remark 4.7 Note that Dan = an−2n→∞ is equivalent to Dn →∞. It is enough to show
that Dan →∞ implies Dn →∞. We assume that an ≤ m < an+1 then Om = m−n ≥ an−n,
Im = n so that Dm = Om − Im ≥ an − 2n = Dan → ∞. So (4.11) is satisfied if Dn → ∞
and dn is bounded. It follows that T ′(x) =∞ if Dn →∞ and if the number of consecutive
zeros in the dyadic representation of x is bounded, cf. [5, Proposition 5.3].

Acknowledgement. The author wishes to thank Kiko Kawamura for her hint to the note
[2] of Begle and Ayres.

Supplement. K. Kawamura and P.C. Allaart also have found the conditions for the exis-
tence of the improper derivatives of Takagi’s function, cf. [1].
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Jürgen Roßmann

Green’s matrix of the Stokes system in a convex poly-
hedron

ABSTRACT. The paper deals with the Dirichlet problem for the stationary Stokes system in
a convex three-dimensional polyhedron. The author proves Hölder estimates for the elements
of Green’s matrix and their derivatives.

KEY WORDS. Stokes system, Green’s matrix

1 Introduction

The present paper is concerned with the Green matrix G(x, ξ) =
(
Gi,j(x, ξ)

)4

i,j=1
of the

boundary value problem

−∆u+∇p = f, −∇ · u = g in Ω, (1)

u = 0 on ∂Ω, (2)

where Ω is a convex polyhedron in R3. It is well-known that the elements of the Green
matrix satisfy the estimate∣∣∂αx∂βξGi,j(x, ξ)

∣∣ ≤ c |x− ξ|−1−δi,4−δj,4−|α|−|β| (3)

for arbitrary multi-indices α and β if the boundary of the domain Ω is smooth (of class
C∞). For nonsmooth domains this result fails. If the domain Ω is of polyhedral type, then
the derivatives of the elements of the Green matrix can be estimated by a function which
depends not only on |x−ξ| but also on the distances of x and ξ from the vertices and edges of
the domain. Such estimates are given in papers of Maz’ya and Plamenevskĭı [5], Maz’ya and
Rossmann [6], Rossmann [8] (see also the monograph by Maz’ya and Rossmann [7]). Using
these estimates, it was shown in [8] and [7, Section 11.5] that (3) is satisfied for |α| ≤ 1− δi,4
and |β| ≤ 1− δj,4 if Ω is a convex polyhedron. The goal of the present paper is to prove that
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the functions Gi,j(x, ξ) and their derivatives satisfy even a Hölder estimate∣∣∂αx∂βξGi,j(x, ξ)− ∂αx∂
β
ξGi,j(y, ξ)

∣∣
|x− y|σ

≤ c
(
|x− ξ|−1−σ−δi,4−δj,4−|α|−|β| + |y − ξ|−1−σ−δi,4−δj,4−|α|−|β|

)
(4)

for |α| ≤ 1− δi,4 and |β| ≤ 1− δj,4. Here σ is a sufficiently small positive number depending
on the domain Ω. For i 6= 4, the estimate (4) was proved in [8] (see also [7, Section 11.5]).
However, the proof given in [8] does not work in the case i = 4. We modify here the proof
of the paper [8] and obtain the estimate (4) for i = 4. As a consequence of (4), also the
estimate ∣∣∂αx∂βξGi,j(x, ξ)− ∂αx∂βηGi,j(x, η)

∣∣
|ξ − η|σ

≤ c
(
|x− ξ|−1−σ−δi,4−δj,4−|α|−|β| + |x− η|−1−σ−δi,4−δj,4−|α|−|β|

)
(5)

holds for |α| ≤ 1− δi,4, |β| ≤ 1− δj,4.

Analogous results were obtained for the Green function of the Laplace equation and some
other second order equations and systems including the Lamé system. In papers by Grüter,
Widman [2] and Fromm [1] it was shown that the Green function G(x, ξ) of the Laplace
equation satisfies the estimate∣∣∂αx∂βξ G(x, ξ)

∣∣ ≤ c |x− ξ|−1−|α|−|β|

for |α|, |β| ≤ 1 if Ω is an arbitrary (not necessarily polyhedral) convex domain. For a wider
class of differential equations, we refer also to the paper by Kozlov [4]. Hölder estimates for
the derivatives ∂αx∂

β
ξ G(x, ξ) of orders |α| ≤ 1 and |β| ≤ 1 were proved in [2] for domains with

C1,σ boundary and by Guzman, Leykekhman, Rossmann and Schatz [3] for convex domains
of polyhedral type. In [7, Subsection 5.1.5], one can find these estimates for a class of second
order differential equations and systems in convex polyhedral domains. Note that the Hölder
estimates do not hold for general convex domains (see the counter-example in [2]).

2 The Green matrix for the Stokes system

Let Ω be a bounded polyhedron in R3, the boundary ∂Ω of which consists of the plane faces
Γj, j = 1, . . . , N , the edges Mk, k = 1, . . . , l, and the vertices x(1), . . . , x(d). Throughout
this paper, we assume that Ω is convex. As is known, the boundary value problem (1), (2)
is solvable in W 1,2(Ω)3 × L2(Ω) for arbitrary f ∈ W−1,2(Ω)3 and g ∈ L2(Ω) satisfying the
condition ∫

Ω

g(x) dx = 0.
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The solution (u, p) is unique up to vectors (0, c), where c is a constant. Let φ be an infinitely
differentiable function in Ω which vanishes in a neighborhood of the edges such that∫

Ω

φ(x) dx = 1.

The matrix
G(x, ξ) =

(
Gi,j(x, ξ)

)4

i,j=1

is called Green’s matrix for the problem (1), (2) if the vector functions ~Gj = (G1,j, G2,j, G3,j)
t

and the function G4,j are solutions of the problem

−∆x
~Gj(x, ξ) +∇xG4,j(x, ξ) = δ(x− ξ) (δ1,j, δ2,j, δ3,j)

t for x, ξ ∈ Ω,

−∇x · ~Gj(x, ξ) =
(
δ(x− ξ)− φ(x)

)
δ4,j for x, ξ ∈ Ω,

~Gj(x, ξ) = 0 for x ∈ ∂Ω, ξ ∈ Ω

and G4,j satisfies the condition∫
Ω

G4,j(x, ξ)φ(x) dx = 0 for ξ ∈ Ω, j = 1, 2, 3, 4.

As was shown in [5] (see also [6, Theorem 4.5]), there exists a uniquely determined Green
matrix G(x, ξ) such that the vector functions x→ ζ(x, ξ)

(
~Gj(x, ξ), G4,j(x, ξ)

)
belong to the

space
◦
W1,2(Ω)3 × L2(Ω) for each ξ ∈ Ω and for every infinitely differentiable function ζ(·, ξ)

equal to zero in a neighborhood of the point x = ξ. Note that

Gi,j(x, ξ) = Gj,i(ξ, x) for x, ξ ∈ Ω, i, j = 1, 2, 3, 4. (6)

Remark 1 It is also possible (and perhaps even more natural) to define the columns
(~Gj, G4,j) of the Green matrix as the unique solutions of the problem

−∆x
~Gj(x, ξ) +∇xG4,j(x, ξ) = δ(x− ξ) (δ1,j, δ2,j, δ3,j)

t for x, ξ ∈ Ω,

−∇x · ~Gj(x, ξ) =
(
δ(x− ξ)− (mes(Ω))−1

)
δ4,j for x, ξ ∈ Ω,

~Gj(x, ξ) = 0 for x ∈ ∂Ω, ξ ∈ Ω,

∫
Ω

G4,j(x, ξ) dx = 0 for ξ ∈ Ω,

j = 1, 2, 3, 4. However, then the derivatives of the vector ~G4(·, ξ) with respect to the variable
x cannot be continuous on the edges for any ξ ∈ Ω. The reason is that from the boundary
condition ~G4(·, ξ) = 0 on ∂Ω it follows that ∇x · ~G4(·, ξ) = 0 on the edges Mk. This
contradicts the equation ∇x · ~G4(·, ξ)|Mk

= (mes(Ω))−1 which follows from the Stokes system.
In particular, then the functions G1,4, G2,4, G3,4 cannot satisfy the Hölder estimate (4) for
|α| = 1, β = 0.
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3 Point estimates for the elements of Green’s matrix

For every ν = 1, . . . , d, let Iν denote the set of all indices k such that the vertex x(ν) is an
endpoint of the edge Mk. Furthermore, let Uν and Vν be convex neighborhoods of the vertex
x(ν). We assume that

Uν ⊂ Vν and
d⋃

ν=1

Uν ⊃ Ω.

Moreover, we suppose that there exists a positive number ε0 such that

dist(Uν ,Ω\Vν) > ε0 and dist
(
Vν ,

⋃
k 6∈Iν

Mk

)
> ε0

for ν = 1, . . . , d. In the sequel, Λν and µ′ are certain real numbers which depend on the
domain Ω,

1 < Λν ≤ 2, 1 < µ′ ≤ 2.

More precisely, we define µ′ = min(2, πθ−1
1 , . . . , πθ−1

l ), where θk denotes the inner angle at
the edge Mk. For every vertex x(ν), we denote by λν the greatest real number such that
the strip 1 < Reλ < λν is free of eigenvalues of the operator pencil Aν(λ) introduced in [8,
Section 3] (see also [7, Subsection 11.1.2]). Then Λν = min(λν , 2).

The distance of the point x from the vertex x(ν) is denoted by ρν(x), the distance from the
edge Mk by rk(x). Furthermore, let

r(x) = min
(
r1(x), . . . , rl(x)

)
.

We will use in this paper the following estimates of Green’s matrix which are proved in [7, 8].
First we consider the case, where x and ξ lie in the neighborhood Vν of the same vertex x(ν).

Lemma 1 1) Let x, ξ ∈ Ω ∩ Vν and ρν(ξ) < ρν(x)/2. Then∣∣∂αx∂βξG4,j(x, ξ)
∣∣ ≤ c ρν(x)−2−Λν−|α|+ε ρν(ξ)

Λν−|β|−ε
( r(x)

ρν(x)

)min(0,µ′−1−|α|−ε) ( r(ξ)
ρν(ξ)

)µ′−|β|−ε
for j 6= 4 and ∣∣∂αxG4,4(x, ξ)

∣∣ ≤ c ρν(x)−3−|α|
( r(x)

ρν(x)

)min(0,µ′−1−|α|−ε)
,

where ε is an arbitrarily small positive number.

2) Let x, ξ ∈ Ω ∩ Vν and ρν(ξ) > 2ρν(x). Then∣∣∂αx∂βξG4,j(x, ξ)
∣∣ ≤ c ρν(ξ)

−2−|α|−|β|
(ρν(x)

ρν(ξ)

)min(0,Λν−1−|α|−ε)

×
( r(x)

ρν(x)

)min(0,µ′−1−|α|−ε) ( r(ξ)
ρν(ξ)

)µ′−|β|−ε
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for j 6= 4 and∣∣∂αxG4,4(x, ξ)
∣∣ ≤ c ρν(ξ)

−3−|α|
(ρν(x)

ρν(ξ)

)min(0,Λν−1−|α|−ε) ( r(x)

ρν(x)

)min(0,µ′−1−|α|−ε)

Lemma 2 Let x, ξ ∈ Ω ∩ Vν and ρν(x)/2 < ρν(ξ) < 2ρν(x). If |x− ξ| > min(r(x), r(ξ)),
then ∣∣∂αx∂βξG4,j(x, ξ)

∣∣ ≤ c |x− ξ|−2−δj,4−|α|−|β|
( r(x)

|x− ξ|

)min(0,µ′−1−|α|−ε)

for |β| ≤ 1− δj,4. If |x− ξ| < min(r(x), r(ξ)), then∣∣∂αx∂βξG4,j(x, ξ)
∣∣ ≤ c |x− ξ|−2−δj,4−|α|−|β|

for all multi-indices α and β.

In the next lemma, we consider the case, where x and ξ lie in neighborhoods of different
vertices. Then by [8, Theorem 4.3], the following estimates hold.

Lemma 3 Suppose that µ 6= ν, x ∈ Ω ∩ Uµ, ξ ∈ Ω ∩ Uν, ξ 6∈ Vµ. Then∣∣∂αx∂βξG4,j(x, ξ)
∣∣ ≤ c ρµ(x)min(0,Λµ−1−|α|−ε) ρν(ξ)

Λν−|β|−ε
( r(x)

ρµ(x)

)min(0,µ′−1−|α|−ε)

for j 6= 4, |β| ≤ 1 and∣∣∂αxG4,4(x, ξ)
∣∣ ≤ c ρµ(x)min(0,Λµ−1−|α|−ε)

( r(x)

ρµ(x)

)min(0,µ′−1−|α|−ε)
.

We also need some sharper estimates for the derivatives ∂ρ∂βξG4,j(x, ξ), where ρ = ρ(x) =

|x−x(ν)|. If we apply Lemmas 1–3, we obtain upper bounds for these derivatives, where the
factors

r(x)

ρν(x)
and

r(x)

|x− ξ|
appear with the negative exponent µ′− 2− ε. Since the derivative ∂ρ is tangent on the faces
Γj adjacent to the vertex x(ν), this exponent can be replaced by zero (cf. [6, Remark 4.2]
and [7, Remark 10.4.6]). In particular, the following assertions hold.

Lemma 4 1) Suppose that x, ξ ∈ Ω ∩ Vν and |β| ≤ 1− δj,4. Then∣∣∂ρ∂βξG4,j(x, ξ)
∣∣ ≤ c ρν(x)−3−Λν+ε ρν(ξ)

Λν−|β|−ε for ρν(ξ) < ρν(x)/2, j 6= 4,∣∣∂ρG4,4(x, ξ)
∣∣ ≤ c ρν(x)−4 for ρν(ξ) < ρν(x)/2,∣∣∂ρ∂βξG4,j(x, ξ)
∣∣ ≤ c ρν(x)Λν−2−ε ρν(ξ)

−1−Λν−δj,4−|β|+ε for ρν(ξ) > 2ρν(x),∣∣∂ρ∂βξG4,j(x, ξ)
∣∣ ≤ c |x− ξ|−3−δj,4−|β| for ρν(x)/2 < ρν(ξ) < 2ρν(x).

2) If µ 6= ν, x ∈ Ω ∩ Uµ, ξ ∈ Ω ∩ Uν, ξ 6∈ Vµ, then∣∣∂ρ∂βξG4,j(x, ξ)
∣∣ ≤ c ρµ(x)Λµ−2−ε

for |β| ≤ 1− δj,4.
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4 Hölder estimates

Our goal is to prove that∣∣∂βξG4,j(x, ξ)− ∂βξG4,j(y, ξ)
∣∣

|x− y|σ
≤ c

(
|x− ξ|−2−σ−δj,4−|β| + |y − ξ|−2−σ−δj,4−|β|

)
(7)

for sufficiently small σ > 0, where c is a constant independent of x and ξ.

Lemma 5 Let m be an arbitrary positive number, and let 0 < σ < 1. Then the estimate
(7) is satisfied for |β| ≤ 1− δj,4, x, y, ξ ∈ Ω, |x− ξ| < m|x− y|.

Proof: By (3),∣∣∂βξG4,j(x, ξ)
∣∣

|x− y|σ
≤ c
|x− ξ|−2−δj,4−|β|

|x− y|σ
≤ cmσ |x− ξ|−2−σ−δj,4−|β|

for |x− ξ| < m|x− y|. Analogously,∣∣∂βξGi,j(x, ξ)
∣∣

|x− y|σ
≤ c (m+ 1)σ |x− ξ|−2−σ−δj,4−|β|

since |y − ξ| < (m+ 1)|x− y|. This proves the lemma. 2

The last lemma allows us to restrict ourselves to the case |x − y| < δ|x − ξ|, where δ is
an arbitrary fixed positive number. We assume in the sequel that σ is a positive number
satisfying the inequalities

σ < µ′ − 1 and σ < Λν − 1 for ν = 1, . . . , d (8)

and show that ∣∣∂βξG4,j(x, ξ)− ∂βξG4,j(y, ξ)
∣∣

|x− y|σ
≤ c |x− ξ|−2−σ−δj,4−|β| (9)

for x 6= y, |x− y| < δ|x− ξ|, β| ≤ 1− δj,4. Here δ is a sufficiently small positive number. We
may assume without loss of generality that x and y lie in the neighborhood U1 of the vertex
x(1) and that x(1) coincides with the origin. In the subsequent three lemmas, we assume
moreover that there exists an index k ∈ I1 = {j : x(1) ∈M j} such that

rk(x) = min
j∈I1

rj(x) and rk(y) = min
j∈I1

rj(y), (10)

Lemma 6 Suppose that ξ ∈ Ω and that x, y are points in Ω∩U1 satisfying the conditions
(10) and |x− y| < δ|x− ξ|, where δ is a sufficiently small positive number. Furthermore, we
assume that σ satisfies the inequalities (8) and that there exists a real number t ∈ (0, 1) such
that y − x∗ = t(x − x∗), where x∗ denotes the nearest point to x on the edge Mk. Then the
estimate (9) is satisfied for |β| ≤ 1− δj,4.
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Proof: Obviously,

∣∣∂βξG4,j(x, ξ)− ∂βξG4,j(y, ξ)
∣∣ =

∣∣∣ ∫ 1

t

d

dτ
∂βξG4,j(x

∗ + τ(x− x∗), ξ) dτ
∣∣∣

≤ rk(x)

∫ 1

t

∣∣(∇x∂
β
ξG4,j)(x

∗ + τ(x− x∗), ξ)
∣∣ dτ. (11)

Since x∗ is the nearest point to x on the set
⋃
j∈I1

Mj and the polyhedron Ω is convex, there

exists a positive constant c0 such that

c0 |x| < |x∗| <
∣∣x∗ + τ(x− x∗)

∣∣ < |x| for 0 < τ < 1.

If ξ ∈ V1, |ξ| < |x|/2, j 6= 4 and |β| ≤ 1, then (11) together with Lemma 1 yields∣∣∂βξG4,j(x, ξ)− ∂βξG4,j(y, ξ)
∣∣

≤ c rk(x) |x|−1−Λ1−µ′+2ε |ξ|Λ1−|β|−ε
∫ 1

t

(
τrk(x))µ

′−2−ε dτ

≤ c′ rk(x)µ
′−1−ε |x|−1−µ′−|β|+ε (1− tµ′−1−ε).

and analogously∣∣G4,4(x, ξ)−G4,4(y, ξ)
∣∣ ≤ c rk(x)µ

′−1−ε |x|−2−µ′+ε (1− tµ′−1−ε).

Suppose that 0 < σ ≤ µ′ − 1− ε. Then

1− tµ′−1−ε

(1− t)σ
≤ 1− tµ′−1−ε

(1− t)µ′−1−ε ≤ 1 (12)

and, consequently,∣∣∂βξG4,j(x, ξ)− ∂βξG4,j(y, ξ)
∣∣

|x− y|σ
=

∣∣∂βξG4,j(x, ξ)− ∂βξG4,j(y, ξ)
∣∣

|(1− t)rk(x)|σ

≤ c rk(x)µ
′−1−ε−σ |x|−1−δj,4−µ′−|β|+ε ≤ c |x|−2−σ−δj,4−|β| ≤ c′ |x− ξ|−2−σ−δj,4−|β|

for ξ ∈ V1 and |ξ| < |x|/2, j 6= 4, |β| ≤ 1− δj,4.

Suppose now that ξ ∈ V1 and |ξ| > 2|x|. Then (11) and Lemma 1 imply∣∣∂βξG4,j(x, ξ)− ∂βξG4,j(y, ξ)
∣∣

≤ c rk(x) |ξ|−3−δj,4−|β|
( |x|
|ξ|

)Λ1−2−ε
|x|2−µ′+ε

∫ 1

t

(
τrk(x))µ

′−2−ε dτ

≤ c′ rk(x)µ
′−1−ε |x|Λ1−µ′ |ξ|−1−Λ1−δj,4−|β|+ε (1− tµ′−1−ε)
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for |β| ≤ 1 − δj,4. If 0 < σ < min(µ′ − 1 − ε,Λ1 − 1 − ε), then it follows from the last
inequality and (12) that∣∣∂βξG4,j(x, ξ)− ∂βξG4,j(y, ξ)

∣∣
|x− y|σ

=

∣∣∂βξG4,j(x, ξ)− ∂βξG4,j(y, ξ)
∣∣

|(1− t)rk(x)|σ

≤ c rk(x)µ
′−1−ε−σ |x|Λ1−µ′|ξ|−1−Λ1−δj,4−|β|+ε

≤ c′ |ξ|−2−σ−δj,4−|β| ≤ c′ 22+σ+δj,4+|β| |x− ξ|−2−σ−δj,4−|β|

for |β| ≤ 1− δj,4.

We consider the case ξ ∈ V1, ρν(x)/2 < ρν(ξ) < 2ρν(x). If |x− ξ| > min(rk(x), rk(ξ)), then
by (11) and Lemma 2,∣∣∂βξG4,j(x, ξ)− ∂βξG4,j(y, ξ)

∣∣
≤ c rk(x) |x− ξ|−1−µ′−δj,4−|β|+ε

∫ 1

t

(
τrk(x))µ

′−2−ε dτ

≤ c′ rk(x)µ
′−1−ε |x− ξ|−1−µ′−δj,4−|β|+ε (1− tµ′−1−ε)

for |β| ≤ 1− δj,4. Thus for 0 < σ ≤ µ′ − 1− ε, the estimate∣∣∂βξG4,j(x, ξ)− ∂βξG4,j(y, ξ)
∣∣

|x− y|σ
≤ c rk(x)µ

′−1−ε−σ |x− ξ|−1−µ′−δj,4−|β|+ε

≤ c′ |x− ξ|−2−σ−δj,4−|β|

holds. If ρν(x)/2 < ρν(ξ) < 2ρν(x) and |x− ξ| < min(rk(x), rk(ξ)), then∣∣∂βξG4,j(x, ξ)− ∂βξG4,j(y, ξ)
∣∣

|x− y|σ
≤ |x− y|1−σ

∣∣(∇x∂
β
ξG4,j(P, ξ)

∣∣,
where P is a point on the line from x to y. Therefore, by Lemma 2∣∣∂βξG4,j(x, ξ)− ∂βξG4,j(y, ξ)

∣∣
|x− y|σ

≤ c|x− y|1−σ |P − ξ|−3−δj,4−|β| ≤ c′ |x− ξ|−2−σ−δj,4−|β|.

Finally, we consider the case ξ 6∈ V1. In this case, we have |x − ξ| > ε0, where ε0 is the
positive number introduced in Section 3. Furthermore, (11) and Lemma 3 imply∣∣∂βξG4,j(x, ξ)− ∂βξG4,j(y, ξ)

∣∣ ≤ c rk(x) |x|Λ1−µ′
∫ 1

t

(
τrk(x))µ

′−2−ε dτ

≤ c′ rk(x)µ
′−1−ε |x|Λ1−µ′ (1− tµ′−1−ε)

for |β| ≤ 1− δj,4. If σ ≤ min(µ′ − 1− ε,Λ1 − 1− ε), we conclude that∣∣∂βξG4,j(x, ξ)− ∂βξG4,j(y, ξ)
∣∣

|x− y|σ
≤ c rk(x)µ

′−1−ε−σ |x|Λ1−µ′ ≤ c′ |x|Λ1−1−ε−σ ≤ C
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for |β| ≤ 1− δj,4. The proof of the lemma is complete. 2

Next, we prove the estimate (9) for the case, where x and y lie in a plane perpendicular to
the edge Mk and have the same distance from Mk.

Lemma 7 Suppose that x, y ∈ Ω ∩ U1 and that x∗ ∈ Mk is the nearest point on the set⋃
j∈I1

Mj both to x and y. Furthermore, we assume that rk(x) = rk(y) and |x− y| < δ|x− ξ|,

where δ is a sufficiently small positive number. Then the inequality (9) holds for |β| ≤ 1−δj,4.
Here σ is an arbitrary positive number satisfying (8).

Proof: 1) Suppose first that ξ ∈ V1 and ρ1(ξ) < ρ1(x)/2. Then by Lemma 1,∣∣∂βξG4,j(x, ξ)− ∂βξG4,j(y, ξ)
∣∣ ≤ ∣∣∇x∂

β
ξG4,j(P, ξ)

∣∣ |x− y|
≤ c |x− y| ρ1(P )−3−Λ1+ε ρ1(ξ)Λ1−|β|−ε

(rk(P )

ρ1(P )

)µ′−2−ε

for j 6= 4, |β| ≤ 1, where P is a point on the straight line between x and y. From the
inequality |x− P | < |x− y| < δ|x− ξ| < 3δ ρ1(x)/2 it follows that

(2− 3δ) ρ1(x) < 2ρ1(P ) < (2 + 3δ) ρ1(x).

Furthermore,
rk(P ) ≥ (2 tan(θk/2))−1 |x− y|, (13)

where θk denotes the angle at the edge Mk. Thus,∣∣∂βξG4,j(x, ξ)− ∂βξG4,j(y, ξ)
∣∣

|x− y|σ
≤ c |x− y|µ′−1−ε−σ ρ1(x)−1−Λ1−µ′+2ε ρ1(ξ)Λ1−|β|−ε

≤ c′ |x− y|µ′−1−ε−σ ρ1(x)−1−µ′−|β|+ε

for j 6= 4, |β| ≤ 1. Setting ε = µ′ − 1 − σ and using the inequality 3ρ1(x) > 2|x − ξ|, we
obtain (9). Analogously, we obtain∣∣G4,4(x, ξ)−G4,4(y, ξ)

∣∣
|x− y|σ

≤ c |x− y|µ′−1−ε−σ ρ1(x)−2−µ′+ε ≤ c′ |x− ξ|−3−σ

for ε = µ′ − 1− σ.

2) We consider the case ξ ∈ V1, ρ1(x)/2 < ρ1(ξ) < 2ρ1(x). There exists a point P on the
line between x and y such that∣∣∂βξG4,j(x, ξ)− ∂βξG4,j(y, ξ)

∣∣ ≤ ∣∣∇x∂
β
ξG4,j(P, ξ)

∣∣ |x− y|
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If |P − ξ| > min(rk(P ), rk(ξ)), then Lemma 2 implies∣∣∂βξG4,j(x, ξ)− ∂βξG4,j(y, ξ)
∣∣ ≤ c |x− y| |P − ξ|−3−δj,4−|β|

( rk(P )

|P − ξ|

)µ′−2−ε

for |β| ≤ 1− δj,4. Using the inequalities (13) and |P − ξ| > |x− ξ|− |x−P | > (1− δ) |x− ξ|,
we obtain ∣∣∂βξG4,j(x, ξ)− ∂βξG4,j(y, ξ)

∣∣
|x− y|σ

≤ c |x− y|µ′−1−ε−σ |x− ξ|−1−µ′−δj,4−|β|+ε.

For ε = µ′ − 1− σ, the inequality (9) holds. Analogously,∣∣∂βξG4,j(x, ξ)− ∂βξG4,j(y, ξ)
∣∣

|x− y|σ
≤ c |x− y|1−σ |P − ξ|−3−δj,4−|β| ≤ c′ |x− ξ|−2−σ−δj,4−|β|

for |P − ξ| < min(rk(P ), rk(ξ)).

3) Suppose that ξ ∈ V1 and ρ1(ξ) > 2ρ1(x). Then, for an arbitrary point P on the line
between x and y, we have

ρ1(P ) < ρ1(x) + |x− y| < (1 + δ)ρ1(x) + δρ1(ξ) <
1 + 3δ

2
ρ1(ξ). (14)

Thus by Lemma 1,∣∣∂βξG4,j(x, ξ)− ∂βξG4,j(y, ξ)
∣∣ ≤ c |x− y| ρ1(P )Λ1−2−ε ρ1(ξ)−1−Λ1−δj,4−|β|+ε

(rk(P )

ρ1(P )

)µ′−2−ε

= c |x− y|σ ρ1(P )Λ1−1−ε−σ ρ1(ξ)−1−Λ1−δj,4−|β|+ε
( |x− y|
rk(P )

)1−σ(rk(P )

ρ1(P )

)µ′−1−ε−σ

for |β| ≤ 1− δj,4. Using the inequalities (13), (14) and rk(P ) < ρ1(P ), we obtain∣∣∂βξG4,j(x, ξ)− ∂βξG4,j(y, ξ)
∣∣ ≤ c |x− y|σ ρ1(ξ)−2−σ−δj,4−|β| ≤ c′ |x− y|σ |x− ξ|−2−σ−δj,4−|β|

if ε < min(Λ1 − 1− σ, µ′ − 1− ε).

4) Finally, we consider the case ξ ∈ Ω\V1. Then by Lemma 3,∣∣∂βξG4,j(x, ξ)− ∂βξG4,j(y, ξ)
∣∣ ≤ c |x− y| ρ1(P )Λ1−2−ε

(rk(P )

ρ1(P )

)µ′−2−ε

= c |x− y|σ ρ1(P )Λ1−1−ε−σ
( |x− y|
rk(P )

)1−σ (rk(P )

ρ1(P )

)µ′−1−ε−σ
,

where again P is a point on the line from x to y. Since all factors on the right-hand side
have an upper bound independent of x, y and ξ if ε < min(Λ1 − 1− σ, µ′ − 1− ε), we get∣∣∂βξG4,j(x, ξ)− ∂βξG4,j(y, ξ)

∣∣ ≤ c |x− y|σ ≤ c′ |x− y|σ |x− ξ|−2−σ−δj,4−|β|.

The proof of the lemma is complete. 2

In the next lemma, we assume that x and y lie on the same ray starting from the vertex x(1).
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Lemma 8 Suppose that x, y are points in Ω ∩ U1 satisfying the condition (10). If x(1)

is the origin, y = sx and |x − y| < δ|x − ξ|, then (9) holds for |β| ≤ 1 − δj,4, where c is
independent of x and ξ.

Proof: Suppose first that ξ ∈ Ω ∩ V1. If |ξ| < 2|x|, then

|(s− 1)x| = |x− y| < δ |x− ξ| < 3δ|x|

and, consequently, |s− 1| < 3δ. Let ρ = |x|. Using the equality x · ∇x = ρ∂ρ, we obtain∣∣∂βξG4,j(x, ξ)− ∂βξG4,j(y, ξ)
∣∣

|x− y|σ
=

1

|(s− 1)x|σ
∣∣∣ ∫ 1

s

d

dτ
∂βξG4,j(τx, ξ) dτ

∣∣∣
=

1

|(s− 1)x|σ
∣∣∣ ∫ 1

s

x ·
(
∇x ∂

β
ξG4,j

)
(τx, ξ) dτ

∣∣∣
=

1

|(s− 1)x|σ
∣∣∣ ∫ 1

s

τ−1 (ρ∂ρ ∂
β
ξG4,j)(τx, ξ) dτ

∣∣∣. (15)

We consider the case |ξ| < |x|/2. Then Lemma 4 yields∣∣∂βξG4,j(x, ξ)− ∂βξG4,j(y, ξ)
∣∣

|x− y|σ
= |s− 1|1−σ |x|−σ τ−1 (ρ∂ρ ∂

β
ξG4,j)(τx, ξ)

≤ c |s− 1|1−σ |x|−σ τ−1 |τx|−2−Λ1+ε |ξ|Λ1−|β|−ε

for j 6= 4, |β| ≤ 1, where τ is a real number between s and 1. Since |τ − 1| < |s − 1| < 3δ

and |x− ξ| < 3|x|/2, we obtain∣∣∂βξG4,j(x, ξ)− ∂βξG4,j(y, ξ)
∣∣

|x− y|σ
≤ c |x|−2−σ−|β| ≤ c′ |x− ξ|−2−σ−|β|

for j 6= 4, |β| ≤ 1. Furthermore,∣∣G4,4(x, ξ)−G4,4(y, ξ)
∣∣

|x− y|σ
≤ c |s− 1|1−σ |x|−σ τ−1 |τx|−3 ≤ c′ |x|−3−σ ≤ c′′ |x− ξ|−3−σ.

Analogously, in the case ξ ∈ V1, |x|/2 < |ξ| < 2|x|, we obtain∣∣∂βξG4,j(x, ξ)− ∂βξG4,j(y, ξ)
∣∣

|x− y|σ
≤ c |(s− 1)x|1−σ |τx− ξ|−3−δj,4−|β|,

where again τ is a number between s and 1. Using the inequalities |(s−1)x| = |x−y| < δ|x−ξ|
and

|τx− ξ| ≥ |x− ξ| − |(τ − 1)x| ≥ |x− ξ| − |(s− 1)x| > (1− δ) |x− ξ|,
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we get (9). Now let ξ ∈ Ω ∩ V1, |ξ| > 2|x|. Then, by Lemma 4, (12) and (15), we have∣∣∂βξG4,j(x, ξ)− ∂βξG4,j(y, ξ)
∣∣

|x− y|σ
≤ c

|(s− 1)x|σ
∣∣∣ ∫ 1

s

τ−1 |τx|Λ1−1−ε |ξ|−1−Λ1−δj,4−|β|+ε dτ
∣∣∣

≤ c′
|sΛ1−1−ε − 1|
|s− 1|σ

|x|Λ1−1−ε−σ |ξ|−1−Λ1−δj,4−|β|+ε.

Setting ε = Λ1 − 1− σ and using the inequality |sσ − 1| ≤ |s− 1|σ for s > 0, we obtain∣∣∂βξG4,j(x, ξ)− ∂βξG4,j(y, ξ)
∣∣

|x− y|σ
≤ c |ξ|−2−σ−δj,4−|β| ≤ c′ |x− ξ|−2−σ−δj,4−|β|.

It remains to consider the case ξ ∈ Ω\V1. Then Lemma 4, (12) and (15) imply∣∣∂βξG4,j(x, ξ)− ∂βξG4,j(y, ξ)
∣∣

|x− y|σ
≤ c

|(s− 1)x|σ
∣∣∣ ∫ 1

s

τ−1 |τx|Λ1−1−ε dτ
∣∣∣

≤ c′ |x|Λ1−1−ε−σ |sΛ1−1−ε − 1|
|s− 1|σ

.

Setting ε = Λ1 − 1 − σ and using the inequality |x − ξ| > ε0, we obtain (9). The proof of
the lemma is complete. 2

Now we can prove the main result of the paper

Theorem 9 Suppose that σ is a positive number satisfying the condition (8). Then the
elements G4,j(x, ξ) of Green’s matrix satisfy the inequality (7) for |β| ≤ 1− δj,4.

Proof: For |x−ξ| < m|x−y| the inequality (7) is already shown (see Lemma 5). We consider
the case |x− y| < δ|x− ξ|, where δ is a given sufficiently small positive number. Since then
|x− y| < δ diam(Ω), we may assume in this case that x and y lie in the neighborhood U1 of
the same vertex x(1) and that this vertex coincides with the origin. Let I1 be the set of all
indices j such that x(1) is an endpoint of the edge Mj. Suppose first that that there exists
an index k ∈ I1 such that

rk(x) = min
j∈I1

rj(x) and rk(y) = min
j∈I1

rj(y). (16)

By x∗ and y∗ we denote the nearest points to x and y on the edge Mk. Without loss of
generality, we may assume that

rk(x)

|x|
>
rk(y)

|y|
. (17)

We define

s =
( |x|2 − rk(x)2

|y|2 − rk(y)2

)1/2

, t = s
rk(y)

rk(x)
and z = x∗ + t(x− x∗).
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Then x∗ is also the nearest point to sy on Mk. From (17) it follows that t < 1. Furthermore,
there exists a constant c0 depending only on the domain Ω such that

|x− sy| < c0 |x− y|. (18)

To see this, we consider the line `y through the origin and the point y. Then |x − y| >
dist(x, `y), while |x − sy| is the distance of x from the intersection of `y with the plane
perpendicular to Mk through the point x∗. Since Mk is the nearest edge to y and Ω is
convex, the angle between `y and the last plane is greater than a certain angle α0 > 0. Thus,
|x − sy| < (sinα0)−1 dist(x, `y) which proves (18). Since sy and z have the same distance
t rk(x) = s rk(y) from the point x∗ and z lies on the straight line from x to x∗, it follows that

|x− z| ≤ |x− sy| < c0 |x− y| and |z − sy| < 2c0 |x− y|.

Moreover,
|y − sy| ≤ |x− sy|+ |x− y| < (c0 + 1) |x− y|.

We assume in the following that c0δ is sufficiently small. Applying Lemma 6, we obtain∣∣∂βξG4,j(x, ξ)− ∂βξG4,j(z, ξ)
∣∣

|x− y|σ
≤ c

∣∣∂βξG4,j(x, ξ)− ∂βξG4,j(z, ξ)
∣∣

|x− z|σ
≤ c′ |x− ξ|−2−σ−δj,4−|β|

for |β| ≤ 1− δj,4. Analogously, Lemmas 7 and 8 imply∣∣∂βξG4,j(z, ξ)− ∂βξG4,j(sy, ξ)
∣∣

|x− y|σ
≤ c |z − ξ|−2−σ−δj,4−|β| ≤ c′ |x− ξ|−2−σ−δj,4−|β|,∣∣∂βξG4,j(sy, ξ)− ∂βξG4,j(y, ξ)

∣∣
|x− y|σ

≤ c |y − ξ|−2−σ−δj,4−|β| ≤ c′ |x− ξ|−2−σ−δj,4−|β|

for |β| ≤ 1 − δj,4. This proves the inequality (9) for the case where the nearest points to x
and y on the set

⋃
j∈I1 Mj lie on the same edge Mk. If

rk(x) = min
j∈I1

rj(x) and rl(y) = min
j∈I1

rj(y), (19)

where k, l ∈ I1 and k 6= l, then one can find a set of points z1, . . . , zk on the straight line
from x = z1 to y = zk, where for every pair (i, i+ 1) there exits an index n(i) ∈ I1 such that

rn(i)(zi) = min
j∈I1

rj(zi) and rn(i)(zi+1) = min
j∈I1

rj(zi+1) for i = 1, . . . , k − 1.

Obviously (1− δ)|x− ξ| < |zi− ξ| < (1 + δ)|x− ξ| if |x− y| < δ|x− ξ|. Thus, the inequalities∣∣∂βξG4,j(zi, ξ)− ∂βξG4,j(zi+1, ξ)
∣∣

|zi − zi+1|σ
≤ c |zi − ξ|−2−σ−δj,4−|β|, i = 1, . . . , k − 1,

imply (9). The proof of the theorem is complete. 2

Using the analogous result for the elements Gi,j(x, ξ), i 6= 4, in [8], we conclude that the
estimate (4) is valid for i, j = 1, 2, 3, 4, |α| ≤ 1− δi,4, |β| ≤ 1− δj,4. The estimate (5) can be
deduced directly from (4) and (6).
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Laure Cardoulis

Systems of Schrödinger Equations in the Whole Space

ABSTRACT. We present in this paper results for the sign of the weak solutions of some el-
liptic systems defined in RN involving Schrödinger operators with indefinite weight functions
and with potentials which tend to infinity at infinity.

KEY WORDS. Schrödinger operators, indefinite weight, principal eigenvalue, positivity and
negativity, maximum and antimaximum principles, existence of solutions

1 Introduction

1.1 The problem settings

We study the elliptic system:

(−∆ + qi)ui = µimiui + gi(x, u1, . . . , un) in RN , i = 1, . . . , n, (1.1)

for i = 1, . . . , n. We consider the following hypothesis for each i = 1, . . . , n :

(H1
q) qi ∈ L2

loc(RN) ∩ Lploc(RN), p > N
2
, such that lim|x|→∞ qi(x) =∞ and qi ≥ cst > 0.

We will later specify the form and the hypotheses on each weight mi and on each function
gi and we denote by µi real parameters for i = 1, . . . , n. The variational space is denoted by
Vq1(RN)× · · · × Vqn(RN), where for each i = 1, . . . , n, Vqi(RN) is the completion of D(RN),
the set of C∞ functions with compact supports, with respect to the norm

‖u‖2
qi

=

∫
RN

[|∇u|2 + qiu
2]. (1.2)

We recall that the embedding of each Vqi(RN) into L2(RN) is compact.

The aim of this paper is to study the sign of the solutions of (1.1). This extends earlier
results already obtained for the Laplacian operator in a bounded domain (see [16, 18]), for
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equations or systems involving Schrödinger operators −∆ + qi in RN with positive weights
(see [9–11]).

Our paper is organized as follows: In section 1.2 we recall some results for the scalar case,
for the existence of principal eigenvalues in the case of indefinite weights. We also recall
extensions of the maximum and antimaximum principles called ground state positivity and
negativity (see [3, 4]). We study systems of the form (1.1) in Section 2. In Section 2.1 we give
results for the maximum principle in the case of cooperative systems (2.1) by considering the
positive principal eigenvalue and the negative principal eigenvalue of each operator −∆ + qi

associated with the indefinite weightmi. Note that our results are more restrictive than those
usually obtained when the weights mi are positive (see [11, 16, 18]). In Section 2.2, first we
give a result concerning the existence (and also Courant-Fischer formula) of a global positive
eigenvalue Λ1,M for the cooperative system (2.8). Note that we can compare Λ1,M to each
principal eigenvalue of −∆ + qi associated with mi. Then we obtain a maximum principal
result for (2.8). Finally, in Section 2.3, for the two-by-two system (2.17), we present some
results for the sign of the solutions. We decouple the system (2.17) in order to apply the
results of the ground state positivity or negativity for each equation. Note that even if
our conditions are restrictive, there are few results for the antimaximum principle for such
systems (see [2]). Besides note that, to our knowledge, even the antimaximum principle,
for the operator −∆ + q associated with an indefinite weight function m defined in the
whole space, is not achieved yet (whereas it is well known for the Laplacian operator −∆

on a bounded domain in the case of an indefinite weight function, see [20], and for the
Schrödinger operator −∆ + q in RN but without any weight, see [3, 4]). In Appendix A, we
give a brief recall of the proof of the antimaximum principle for the scalar case in the case
of a positive and bounded weight m.

1.2 Review of results for the scalar case

1.2.1 The Schrödinger operator

We begin this section studying the Schrödinger operator −∆ + q associated with the weight
m. We will assume throughout the paper that q is a potential which satisfies (H1

q). The
weight m will assume one of the following hypotheses:

(H1
m) There exist two positive reals α and β such that 0 < α ≤ m ≤ β in RN .

(H∗1m) 0 < m ≤ cst in RN .

(H2
m) m ∈ LN/2(RN) ∩ L∞loc(RN) (N ≥ 3), m ≥ 0, meas{x ∈ RN ,m(x) > 0} 6= 0.
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(H′1m) m ∈ L∞(RN), m is positive in an open subset Ω+
m = {x ∈ RN ,m(x) > 0} with non

zero measure and m is negative in an open subset Ω−m = {x ∈ RN ,m(x) < 0} with non
zero measure.

(H′2m) m ∈ LN/2(RN) ∩ L∞loc(RN) (N ≥ 3), meas(Ω+
m) > 0, meas(Ω−m) > 0.

For a positive weight m, we have:

Theorem 1.1 (cf. [12, Theorems 2.1,2.2]) Assume that q satisfies (H1
q) and m satisfies

(H1
m) or (H∗1m ) or (H2

m). Then there exists a unique principal eigenvalue λ1,q,m which is
simple and associated with a positive eigenfunction φ1,q,m and:

(−∆ + q)φ1,q,m = λ1,q,m m φ1,q,m in RN ; λ1,q,m > 0; φ1,q,m > 0. (1.3)

λ1,q,m = inf{
∫
RN [|∇φ|2 + qφ2]∫

RN mφ
2

, φ ∈ Vq(RN) s. t.
∫
RN
mφ2 > 0}. (1.4)

For a weight m which changes sign in RN , we have:

Theorem 1.2 (cf. [12, Theorem 3.1]) Assume that q satisfies (H1
q) and m satisfies (H′1m)

or (H′2m). Then the operator −∆ + q associated with the weight m has a unique positive
principal eigenvalue λ1,q,m associated with a positive eigenfunction φ1,q,m and (λ1,q,m, φ1,q,m)

satisfy (1.3) and (1.4). Moreover the operator −∆ + q associated with the weight m has a
unique negative principal eigenvalue λ̃1,q,m associated with a positive eigenfunction φ̃1,q,m and
(λ̃1,q,m, φ̃1,q,m) satisfy

(−∆ + q)φ̃1,q,m = λ̃1,q,m m φ̃1,q,m in RN ; λ̃1,q,m < 0; φ̃1,q,m > 0. (1.5)

λ̃1,q,m = sup{
∫
RN [|∇φ|2 + qφ2]∫

RN mφ
2

, φ ∈ Vq(RN) s. t.
∫
RN
mφ2 < 0}. (1.6)

We have: λ̃1,q,m = −λ1,q,−m.

1.2.2 Maximum principle for the scalar case

We consider the following equation in a variational sense

(−∆ + q)u = µmu+ f in RN (1.7)

where µ is a real parameter and f ∈ L2(RN). First we recall the classical weak maximum
principle for (1.7) in the case of a positive weight m.

Theorem 1.3 (cf. [12, Theorem 2.3]) Assume that q satisfies (H1
q), m satisfies (H1

m) or
(H∗1m ) or (H2

m), f ≥ 0 and u is a solution of the equation (1.7). If µ < λ1,q,m, then u ≥ 0.
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Now we consider the equation (1.7) in the case of an indefinite weight m.

Theorem 1.4 (cf. [12, Theorem 3.2] Assume that q satisfies (H1
q), m satisfies (H′1m) or

(H′2m), µ ∈ R, f ∈ L2(RN), f ≥ 0 and u is a solution of the equation (1.7). If λ̃1,q,m < µ <

λ1,q,m, then u ≥ 0.

1.2.3 Ground state positivity or negativity for the scalar case

We recall here a result of ground state positivity or negativity for the Schrödinger operator
−∆ + q associated with a strictly positive and bounded weight m in RN (see [1]). We will
add in this section the following hypothesis upon the potentiel q.

(H2
q)



(i) q is radially symmetric.
(ii) There exists a constant c1 > 0 and a positive real R0 such that

c1Q(r) ≤ q(r) for R0 ≤ r with Q an auxiliary function which satisfies
Q is positive and locally absolutely continuous , Q′(r) ≥ 0,∫ +∞
R0

Q(r)−βdr < +∞ with 0 < β < 1
2
.

Definition 1.1 i) A function u ∈ L2(RN) satisfies the ground state positivity if there
exists a constant c > 0 such that u ≥ cφ1q,m almost everywhere in RN .

ii) A function u ∈ L2(RN) satisfies the ground state negativity if there exists a constant c > 0

such that u ≤ −cφ1q,m almost everywhere in RN .

These notions are similar to the maximum and antimaximum principles in a bounded do-
main Ω ⊂ RN , N ≥ 1, which have been established by [13], [22], [23] (for a function
f ∈ Lp(Ω), p > N). But for the Schrödinger operator defined in the whole space, the
hypothesis f ∈ Lp(Ω), p > N, is no longer sufficient and we need to take a smaller space for
f, namely, a stronger ordered Banach space introduced in [4]

Xq,m = {u ∈ L2(RN),
u

φ1,q,m

∈ L∞(RN)}

endowed with the ordered norm ‖u‖Xq,m = inf{C ∈ R, |u| ≤ Cφ1,q,m a. e. in RN}. We
denote by SN−1 the unit sphere in RN centered at the origin and by σ the surface measure
on SN−1. For any s > 0, we introduce the Banach space Xs,2

q,m of all functions f ∈ L2
loc(RN)

having the following properties:

[(−∆S)s/2f ](r, .) ∈ L2(SN−1) for all r > 0,

where ∆S denotes the Laplace-Beltrami operator on the sphere SN−1, and there is a constant
C ≥ 0 such that

1

σ(SN−1)
(

∫
SN−1

|f(r, x′)|2dσ(x′) +

∫
SN−1

|[(−∆S)s/2f ](r, x′)|2dσ(x′)) ≤ [Cφ1,q,m(r)]2
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for almost every r > 0. The smallest such constant C defined the norm ‖f‖Xs,2
q,m

in Xs,2
q,m.

Notice that, for f(x) = f(|x|), we have f ∈ Xs,2
q,m if and only if f ∈ Xq,m together with

the norms ‖f‖Xs,2
q,m

= ‖f‖Xq,m . We recall from [1] the following result (which extends, for a
Schrödinger equation with weight, former results in [4]):

Theorem 1.5 (see [1] Theorem 2.1) Assume that the potential q is radially symmetric
and satisfies (H1

q), (H2
q) and the weight m satisfies (H1

m). Assume that u ∈ D(−∆ + q) is
one solution of (1.7), µ ∈ R, f ≥ 0 a.e. in RN with f > 0 in some set of positive Lebesgue
measure.

(i) For every µ ∈ (−∞, λ1,q,m), there exists a constant C(f, µ) > 0 such that:
u ≥ C(f, µ)φ1,q,m in RN . Moreover, if the weight m is radially symmetric and if f ∈
Xs,2
q,m, then there exists a positive number δ(f) (depending upon f) such that, for every

µ ∈ (λ1,q,m− δ(f), λ1,q,m), C(f, µ) =
∫
RN fφ1,q,m
λ1,q,m−µ + Γ(µ, f) with limµ→λ1,q,m Γ(µ, f) = Γ <

+∞. And furthermore, if f ∈ Xq,m, then there exists a constant C ′(µ, f,m) > 0 such
that:

C(f, µ)φ1,q,m ≤ u ≤ C ′(µ, f,m)

λ1,q,m − µ
φ1,q,m in RN .

(ii) Assume that the weight m is radially symmetric and that f ∈ Xs,2
q,m. Then there exists

a positive number δ′(f) (depending upon f) such that, for every µ ∈ (λ1,q,m, λ1,q,m +

δ′(f)), u ≤ −C ′′(f, µ)φ1,q,m in RN with C ′′(f, µ) =
∫
RN fφ1,q,m
µ−λ1,q,m − Γ′(µ, f) and with

limµ→λ1,q,m Γ′(µ, f) = Γ′ < +∞.

For the proof, see Appendix A.

As for the case of a positive weight, we can obtain a result on ground state positivity but not
on ground state negativity (because our proof for the antimaximum principle in Theorem
1.5 (ii) needs to consider a weight m such that ‖u‖m =

√∫
RN mu

2 defines a norm in L2(RN)

equivalent to the usual norm).

Theorem 1.6 Assume that the potential q is radially symmetric and satisfies (H1
q), (H2

q)
and the weight m satisfies (H′1m) or (H′2m). Furthermore if m satisfies (H′2m), assume also
that m+ ∈ L∞(RN) and that |m(x)| ≤ cstQ(|x|)1/2−β for all x ∈ RN (with Q the auxiliary
function associated with q which satisfies (H2

q)). Assume that u ∈ D(−∆+q) is one solution
of (1.7), µ ∈ R, f ≥ 0 a.e. in RN with f > 0 in some set of positive Lebesgue measure.
Then for every µ such that λ̃1,q,m < µ < λ1,q,m, there exists a constant C(f, µ) > 0 such that:
u ≥ C(f, µ)φ1,q,m in RN .

Proof: Assume that λ̃1,q,m < µ < λ1,q,m and (−∆ + q)u = µmu + f in RN . Note that
u ≥ 0 by the maximum principle (Theorem 1.4). Let α > 0 be a positive real such that
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α+(µ−λ1,q,m)m > 0 in RN (which is possible for α sufficiently large since eitherm is bounded
(case (H′1m)) or m+ ∈ L∞(RN) (case (H′2m)). Therefore u satisfies (−∆ + q − λ1,q,mm)u =

−αu + g in RN with g = (α + (µ − λ1,q,m)m)u + f ≥ 0 in RN . Moreover 0 is the principal
eigenvalue of the operator −∆ + q − λ1,q,mm in RN . Thus, since −α < 0 we can apply the
Theorem 2.1 in [4] to obtain that u ≥ Cφ1,q,m with C a positive constant which only depends
of µ and f.

2 Results for systems

2.1 Results for linear systems

In this section, we consider (1.1) in the form:

(−∆ + qi)ui = µimiui +
n∑

j=1;j 6=i

aijuj + fi in RN , i = 1, . . . , n (2.1)

where each of the potentials qi satisfy (H1
q) and each of the weights mi satisfy one of the

hypotheses among (H1
m), (H∗1m ), (H′1m), (H2

m), (H′2m). We consider the hypotheses:

(H3) For all i, j = 1, · · · , n, aij ∈ L∞(RN) and aij ≥ 0 if i 6= j.

(H4) For all i = 1, · · · , n, fi ∈ L2(RN).

(H5) For all i, j = 1, · · · , n, i 6= j, there exists a positive constant Kij such that aij ≤
Kij

√
|mimj|.

Note that if each of the weights mi satisfy (H1
m), then (H5) is automatically satisfied. Note

also that in the particular case where mi = 1 for each i, we can take Kij = ‖aij‖L∞(RN ). We
denote by

λi := λ1,qi,mi and φi := φ1,qi,mi (2.2)

the eigenpair for the operator −∆ + qi associated with the weight mi in RN . We denote by
L = (lij) and P = (pij) the n× n-matrices given as follows

lii := λi − µi and lij = −Kij (i 6= j) (2.3)

pii := 1− |µi|Ci‖mi‖ and pij = −Kij

√
CiCj‖mi‖‖mj‖ (i 6= j) (2.4)

where ‖mi‖ denotes either ‖mi‖L∞(RN ) if mi satisfies (H′1m) or ‖mi‖LN/2(RN ) if mi satisfies
(H′2m) and where Ci = max(1, 1

inf qi
)C̃0 with either C̃0 = 1 if mi satisfies (H′1m) or C̃0 is the
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square of the Sobolev constant for the embedding of H1(RN) into L2∗(RN) if mi satisfies
(H′2m). Note that (see (1.2))∫

RN
miu

2
i ≤ Ci‖mi‖ ‖ui‖2

qi
for all ui ∈ Vqi(RN). (2.5)

For positive weights mi, we recall the maximum principle (see [11, Theorem 2.1] in the case
of weights mi which satisfy (H1

m)).

Theorem 2.1 Assume that each of the potentials qi satisfy (H1
q) and each of the weights

mi satisfy (H∗1m ) or (H2
m). Assume also that (H3)-(H5) are satisfied and that the matrix

L, defined by (2.3), is a non singular M-matrix.

(i) Then the cooperative system (2.1) satisfies the maximum principle (i. e. for any f =

(f1, · · · , fn) ≥ 0, then ui ≥ 0 for all i, with u = (u1, · · · , un) solution of (2.1)).

(ii) Assume here that each of the weights mi satisfy (H∗1m ). Then the cooperative system
(2.1) satisfies the ground state positivity (i. e. for any f = (f1, · · · , fn) ≥ 0, fi 6= 0

then there exists a positive constant C such that ui ≥ Cφi for all i, with φi defined by
(2.2)).

Proof:
(i) Assume that for all i = 1, · · · , n, fi ≥ 0. Let u = (u1, · · · , un) be a solution of the

system (2.1) and define u−i = max(0,−ui).Multiplying by u−i and integrating over RN ,

using (H5) we get:

0 ≤ ‖u−i ‖2
qi
≤ µi

∫
RN
mi(u

−
i )2 +

n∑
j=1;j 6=i

Kij

(∫
RN
mi(u

−
i )2

)1/2(∫
RN
mj(u

−
j )2

)1/2

.

(2.6)
Let X the vector be defined by tX = (x1, · · · , xn) with xi =

(∫
RN mi(u

−
i )2
)1/2

. From
the characterization of λi and from (2.6), we have:

(λi − µi)
∫
RN
mi(u

−
i )2 −

n∑
j=1;j 6=i

Kij

(∫
RN
mi(u

−
i )2

)1/2(∫
RN
mj(u

−
j )2

)1/2

≤ 0. (2.7)

We denote by (LX)i = (λi − µi)xi −
∑n

j=1;j 6=iKijxj. From (2.7) note that (LX)i ≤ 0

for each i and so LX ≤ 0. Since L is a non singular M-matrix (see [6]), we can deduce
that X ≤ 0 and thus X = 0, i. e. xi = 0 for each i. So from (2.6) we get for each i :

‖u−i ‖qi = 0 i. e. ui ≥ 0.

(ii) We combine the maximum principle for the system (2.1) with the ground sate pos-
itivity for an equation. Indeed, from (i) we know that ui ≥ 0 for all i and so
gi :=

∑n
j=1;j 6=i aijuj + fi ≥ 0, gi > 0 in a set of non zero measure. Therefore, since

µi < λi, we get that there exists a positive constant Ci such that ui ≥ Ciφi.
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Proceeding as for Theorem 2.1, we obtain the following maximum principle for indefinite
weights.

Theorem 2.2 Assume that each of the potentials qi satisfy (H1
q) and each of the weights

mi satisfy (H′1m) or (H′2m). Assume also that (H3)-(H5) are satisfied.

(i) If the matrix P , defined by (2.4), is a non singular M-matrix, then the cooperative
system (2.1) satisfies the maximum principle.

(ii) Assume also that, in the case of each of the weights mi satisfy (H′2m), m+
i ∈ L∞(RN)

and |mi(x)| ≤ cstQi(|x|)1/2−β for x ∈ RN (with Qi the auxiliary function associated
with the potential qi which satisfies (H2

q)). If the matrix P is a non singular M-matrix,
then the cooperative system (2.1) satisfies the ground state positivity.

Note that, as for one equation, the condition “P is a non singular M-matrix” is a stronger
hypothesis than the condition “L is a non singular M-matrix.” Indeed, note that the hy-
pothesis 1 − |µi|Ci‖mi‖ > 0 is stronger than the hypothesis λ̃1,qi,mi < µi < λ1,qi,mi (see
(1.3)-(1.6),(2.5)).

For positive weights, we now recall the following result for the existence of solutions for the
system (2.1) (see [11, Theorem 2.2 and Theorem 2.3] in the case of weights mi which satisfy
(H1

m)).

Theorem 2.3 Assume that each of the potentials qi satisfy (H1
q) and each of the weights

mi satisfy (H∗1m ) or (H2
m). Assume also that (H3)-(H5) are satisfied. If the matrix L is

a non singular M-matrix, then the system (2.1) has a unique solution u = (u1, · · · , un) ∈
Vq1(RN)× · · · × Vqn(RN).

For indefinite weights mi, existence and uniqueness of a solution is stated as follows and is
an application of the Lax-Milgram Theorem (see [11]).

Theorem 2.4 Assume that each of the potentials qi satisfy (H1
q) and each of the weights

mi satisfy (H′1m) or (H′2m). Assume also that (H3)-(H5) are satisfied. If the matrix P is
a non singular M-matrix, then the system (2.1) has a unique solution u = (u1, · · · , un) ∈
Vq1(RN)× · · · × Vqn(RN).

2.2 Existence of a global principal eigenvalue for a system

In this section, we consider the eigenvalue problem for the following system

(−∆ + qi)ui = λ

(
miui +

n∑
j=1;j 6=i

mijuj

)
in RN , i = 1, · · · , n, (2.8)
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where each of the potentials qi satisfy (H1
q) and each of the weights mi satisfy one of the

hypotheses among (H1
m), (H∗1m ), (H′1m). We denote by M is the n × n-matrix given by

M = (mij) with mii := mi. We will consider the following hypotheses:

(H8) For all i 6= j, mij ∈ L∞(RN) and mij > 0.

(H9) M is a symmetric matrix.

(H10) Ω := ∩ni=1Ω+
i is an open subset of RN with non zero measure and with

Ω+
i := {x ∈ RN ,mi(x) > 0}.

We add another hypothesis upon the potentials qi which assures that any weak solution
ui ∈ Vqi(RN) of the equation (−∆ + qi)ui = fi in RN , with fi ∈ L2(RN), belongs to the
strong domain D(−∆ + qi) ⊂ L2(RN). It is the following hypothesis. For all i = 1, · · · , n,

(H3
q) For all x ∈ RN and all h ∈ RN , h 6= 0, | qi(x+h)−qi(x)

h
| ≤ cst

√
qi(x).

Note that for example, the potential q(x) = 1 + |x| satisfies (H3
q).

Lemma 2.1 Assume that the potential q satisfy (H1
q) and (H3

q). Let u be a weak solution
of (−∆ + q)u = f in RN with f ∈ L2(RN). Then u ∈ H2(RN), qu ∈ L2(RN) and therefore
u ∈ D(−∆ + q).

The proof of Lemma 2.1 is based on the methods of translations (see Appendix B). For strictly
positive and bounded weights mi, proceeding as for one equation (see [12, Theorem 2.1]), we
can prove the existence of a positive eigenvalue associated with a positive eigenfunction for
(2.8). Therefore, we extend here to Schrödinger operators defined in the whole space, some
results of [21] and [8] for elliptic operators defined in a bounded domain.

Theorem 2.5 Assume that each of the potentials qi satisfy (H1
q) and each of the weights

mi satisfy (H∗1m ). Assume also that (H8) is satisfied. Then there exists a unique principal
eigenvalue Λ1,M > 0 associated with a positive eigenfunction Φ1,M = (φ1,M , · · · , φn,M) ∈
V := Vq1(RN)×· · ·×Vqn(RN) for the system (2.8). Moreover if (H9) and (H3

q) are satisfied
then

Λ1,M = inf

{ ∑n
i=1 ‖ui‖2

qi∑n
i=1

∫
RN miu2

i +
∑n

i,j;i 6=j
∫
RN mijuiuj

, u = (u1, · · · , un) ∈ V

such that
n∑
i=1

∫
RN
miu

2
i +

n∑
i,j;i 6=j

∫
RN
mijuiuj > 0

}
. (2.9)
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Note that the condition
∑n

i=1

∫
RN miu

2
i +

∑n
i,j;i 6=j

∫
RN mijuiuj > 0 is automatically satisfied

if M is a definite positive matrix (i. e. for all X 6= 0, tXMX > 0).

Proof: We denote by M the operator of multiplication by the matrix M in (L2(RN))n and
we consider the operator

L−1M : ((L2(RN))n, ‖.‖(L2(RN ))n)→ ((L2(RN))n, ‖.‖(L2(RN ))n).

The operator L−1M is compact and strongly positive in the sense of quasi-interior points in
(L2(RN))n, in the sense of Daners and Koch-Medina [15]. This implies that L−1M is irre-
ducible and we apply the version of the Krein-Rutman Theorem given in [15, Theorem 12.3]
to deduce that r(L−1M), the spectral radius of L−1M, is a strictly positive and simple eigen-
value associated with an eigenfunction Φ1,M = (φ1,M , · · · , φn,M) which is a quasi-interior
point of (L2(RN))n, that is φi,M > 0 in RN for all i. Of course Λ1,M = 1

r(L−1M)
> 0 and

r(L−1M) is the only one eigenvalue of L−1M associated with a positive eigenfunction.

We recall that V := Vq1(RN) × · · · × Vqn(RN) and the inner product in V is defined by
< u, v >V =

∑n
i=1 < ui, vi >qi for all u = (u1, · · · , un) ∈ V and v = (v1, · · · , vn) ∈ V. We set

the bilinear form

β(u, v) =
n∑
i=1

∫
RN
miuivi +

n∑
i,j=1;i 6=j

∫
RN
mijujvi for all u ∈ V and v ∈ V.

From hypotheses (H8) and (H9), β is a bilinear, symmetric and continous form. From the
Riesz Theorem, we get the existence of a continuous operator T : V → V, T = (T1, · · · , Tn),

such that β(u, v) =< Tu, v >V for all u ∈ V and v ∈ V (see [17] for the Lax-Milgram
Theorem). We can easily prove that the operator T is compact.

Moreover, since the matrix M is assumed to be symmetric, the operator T is selfadjoint. So
the largest eigenvalue of T is given by:

µ1,M = sup
u∈V,u 6=0

< Tu, u >V

< u, u >V

= sup
u∈V,u 6=0

∑n
i=1

∫
RN miu

2
i +

∑n
i,j=1;i 6=j

∫
RN mijujui∑n

i=1

∫
RN [|∇ui|2 + qiu2

i ]
.

Choosing u = (u1, · · · , un) ∈ V such that supp ui ⊂ {x ∈ RN ,mi(x) > 0} for one i and
uj = 0 if j 6= i, we get that µ1,M > 0.

Now, we prove that Λ1,M = 1
µ1,M

. We have L−1MΦ1,M = r(L−1M)Φ1,M or equivalently
LΦ1,M = Λ1,MMΦ1,M . Therefore for all i = 1, · · · , n :

(−∆ + qi)φi,M = Λ1,M(miφi,M +
∑

j=1;j 6=i

mijφj,M) in RN .

Thus for all v = (v1, · · · , vn) ∈ V, we have:
n∑
i=1

∫
RN

[∇φi,M .∇vi + qiφi,Mvi] = Λ1,M

n∑
i=1

(∫
RN
miφi,Mvi +

n∑
j=1;j 6=i

∫
Rn
mijφj,Mvi

)
.
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For vi = φi,M , we get:

1

Λ1,M

=

∑n
i=1

∫
RN miφ

2
i,M +

∑n
i,j=1;i 6=j

∫
RN mijφj,Mφi,M∑n

i=1

∫
RN [|∇φi,M |2 + qiφ2

i,M ]
≤ µ1,M . (2.10)

Moreover, since µ1,M is an eigenvalue of the operator T defined above, let ψ = (ψ1, · · · , ψn)

be an eigenfunction associated with µ1,M . Since Tψ = µ1,Mψ, we have for all v ∈ V :

µ1,M < ψ, v >V =< Tψ, v >V = β(ψ, v) and so

µ1,M

n∑
i=1

∫
RN

[∇ψi.∇vi + qiψivi] =
n∑
i=1

∫
RN
miψivi +

n∑
i,j=1;j 6=i

∫
Rn
mijψjvi.

For v = (0, · · · , 0, vi, 0, · · · , 0) ∈ V, we get:∫
RN

[∇ψi.∇vi + qiψivi] =
1

µ1,M

(∫
RN
miψivi +

n∑
j=1;j 6=i

∫
Rn
mijψjvi

)
.

Therefore, using Lemma 2.1, we have Lψ = 1
µ1,M

Mψ or equivalently L−1Mψ = µ1,Mψ. Thus
µ1,M is an eigenvalue of the operator L−1M and

0 < µ1,M ≤ r(L−1M) =
1

Λ1,M

. (2.11)

From (2.10) and (2.11), we deduce that µ1,M = 1
Λ1,M

and Λ1,M satisfies (2.9).

Now, for indefinite bounded weights mi, proceeding as for one equation (see [12, Theo-
rem 3.1]), we prove the existence and the uniqueness of a principal positive eigenvalue for
(2.8). This is the following result.

Theorem 2.6 Assume that each of the potentials qi satisfy (H1
q) and (H3

q) and each of
the weights mi satisfy (H′1m). Assume also that (H8)-(H10) are satisfied. Then there exists
a unique principal eigenvalue Λ1,M > 0 associated with a positive eigenfunction Φ1,M =

(φ1,M , · · · , φn,M) ∈ V := Vq1(RN)× · · · × Vqn(RN), φi,M > 0 and Λ1,M satisfies (2.9).

Proof: We follow a method developed in [19] (for one equation in a bounded domain). Let
Ω+
i = {x ∈ RN ,mi(x) > 0}, meas (Ω+

i ) > 0, Ω−i = {x ∈ RN ,mi(x) < 0}, meas (Ω−i ) > 0,

and Ω0
i = {x ∈ RN ,mi(x) = 0}. Let (u1, · · · , un) be a solution of (2.8). We have for all i :

(−∆ + qi)ui + λm−i ui = λ(m+
i ui +

n∑
j=1;j 6=i

mijuj) in RN . (2.12)

For given λ > 0, we rewrite (2.12) as an eigenvalue problem with parameter σ(λ). For all i,

(−∆ + qi)ui + λ(m−i + 1i)ui = σ(λ)

(
(m+

i + 1i)ui +
n∑

j=1;j 6=i

mijuj

)
in RN (2.13)
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where 1i denotes the characteristic function of Ω0
i ∪Ω−i . We denote by Qi := qi +λ(m−i + 1i)

and ρi := m+
i + 1i. Then (2.13) is equivalent to

(−∆ +Qi)ui = σ(λ)(ρiui +
n∑

j=1;j 6=i

mijuj) in RN . (2.14)

Note that the weight ρi > 0 in RN , ρi ∈ L∞(RN) since mi ∈ L∞(RN) and Qi satisfies (H1
q)

since λ > 0. From Theorem 2.5, we deduce that the system (2.14) has a unique principal
eigenvalue σ(λ) associated with a principal eigenfunction Φλ = (φ1,λ, · · · , φn,λ), φi,λ > 0.

Moreover, since D(−∆ +Qi) = D(−∆) ∩D(Qi), from (2.9), we get:

σ(λ) = inf

{∑n
i=1

∫
RN [|∇ψi|2 + qiψ

2
i ] + λ

∑n
i=1

∫
RN (m−i + 1i)ψ

2
i∑n

i=1

∫
RN (m+

i + 1i)ψ2
i +

∑n
i,j=1;i 6=j

∫
RN mijψiψj

, ψ = (ψ1, · · · , ψn) ∈ V

such that
n∑
i=1

∫
RN

(m+
i + 1i)ψ

2
i +

n∑
i,j=1;i 6=j

∫
RN
mijψiψj > 0

}
. (2.15)

Therefore, σ(λ) < Λ+
1,Q,N the principal eigenvalue of the operator LQ associated with the

matrix N = (nij) where LQ = diag (−∆ + Qi), nii = ρi and nij = mij in Ω = ∩ni=1Ω+
i with

Dirichlet boundary condition. Note that σ : λ 7→ σ(λ) is increasing and continuous and that
σ(0) > 0. Therefore for all λ > 0, we have 0 < σ(0) < σ(λ) < Λ+

1,Q,N and Λ+
1,Q,N is in fact

independant of λ. Thus we deduce that there exists 0 < λ̃ < Λ+
1,Q,N such that σ(λ̃) = λ̃.

Proceeding as in [19], we can show that λ̃ is unique.
Now, we verify that λ̃ satisfies (2.9). Let us denote by

Λ1,M = inf

{ ∑n
i=1

∫
RN [|∇ψi|2 + qiψ

2
i ]∑n

i=1

∫
RN miψ2

i +
∑n

i,j=1;i 6=j
∫
RN mijψiψj

, ψ = (ψ1, · · · , ψn) ∈ V

such that
n∑
i=1

∫
RN
miψ

2
i +

n∑
i,j=1;i 6=j

∫
RN
mijψiψj > 0

}
.

Since

λ̃ =

∑n
i=1

∫
RN [|∇φi,λ̃|2 + qiφ

2
i,λ̃

] + λ̃
∑n

i=1

∫
RN (m−i + 1i)φ

2
i,λ̃∑n

i=1

∫
RN (m+

i + 1i)φ2
i,λ̃

+
∑n

i,j=1;i 6=j
∫
RN mijφi,λ̃φj,λ̃

,

we have λ̃ ≥ Λ1,M .

Moreover let ψ = (ψ1, · · · , ψn) ∈ V be such that
∑n

i=1

∫
RN miψ

2
i +
∑n

i,j=1;i 6=j
∫
RN mijψiψj > 0.

From (2.15), since λ̃ = σ(λ̃), we get λ̃ ≤
∑n
i=1

∫
RN [|∇ψi|2+qiψ

2
i ]∑n

i=1

∫
RN miψ2

i+
∑n
i,j=1;i 6=j

∫
RN mijψiψj

. Thus λ̃ ≤ Λ1,M .

Note that for all i = 1, · · · , n, Λ1,M < λi.

Indeed, from (1.4) and (2.9), we have Λ1,M ≤ λi. Suppose that Λ1,M = λi. Then

(−∆ + qi)(φi,M − φi) = λimi(φi,M − φi) + λi

n∑
j=1;j 6=i

mijφj,M in RN ,
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where φi (resp. φi,M) is defined by (2.2) (resp. Theorem 2.6). Multiplying by φi and in-
tegrating over RN , we obtain (since λi > 0),

∫
RN
∑n

j=1;j 6=imijφj,Mφi = 0. Since mij > 0,

φi,M > 0 and φi > 0 we get a contradiction.

Now, we consider the following system

(−∆ + qi)ui = λ

(
miui +

n∑
j=1;j 6=i

mijuj

)
+ fi in RN , i = 1, · · · , n. (2.16)

We give a maximum principle result.

Theorem 2.7 Assume that each of the potentials qi satisfy (H1
q) and (H3

q) and each
of the weights mi satisfy (H∗1m ) or (H′1m). Assume also that (H8)-(H9) are satisfied. Fur-
thermore if the weights mi satisfy (H′1m), assume also that (H10) is satisfied.Assume that
fi ∈ L2(RN) for all i. If 0 ≤ λ < Λ1,M , then the system (2.16) satisfies the maximum
principle: if f = (f1, · · · , fn) ≥ 0, then ui ≥ 0 for all i with u = (u1, · · · , un) solution of
(2.16).

Note that we have the same condition 0 ≤ λ < Λ1,M as in [21, Proposition 2.2].

Proof: Multiplying (2.16) by u−i , integrating over RN , since λ ≥ 0 and fi ≥ 0, we have:

0 ≤
n∑
i=1

‖u−i ‖2
qi
≤ λ(

n∑
i=1

∫
RN
mi(u

−
i )2 +

n∑
i,j=1;i 6=j

∫
RN
miju

−
i u
−
j ) := λC(u−) = λC(u−1 , · · · , u−n ).

If C(u−) > 0, then Λ1,M ≤
∑n
i=1 ‖u

−
i ‖

2
qi

C(u−)
≤ λ and we get a contradiction with the hypothesis

λ < Λ1,M . Thus C(u−) = 0. Then
∑n

i=1 ‖u
−
i ‖2

qi
= 0 and therefore ui ≥ 0 for all i.

We can state a result for the existence of solutions for the system (2.16) as follows.

Theorem 2.8 Assume that each of the potentials qi satisfy (H1
q) and (H3

q) and each
of the weights mi satisfy (H∗1m ) or (H′1m). Assume also that (H8)-(H9) are satisfied. Fur-
thermore if the weights mi satisfy (H′1m), assume also that (H10) is satisfied. Assume that
fi ∈ L2(RN) for all i. If 0 ≤ λ < Λ1,M , then the system (2.16) has a unique solution
u = (u1, · · · , un) ∈ V.

Proof: We introduce a bilinear continuous form l and we apply the Lax-Milgram Theorem.
Let l : (Vq1(RN)× · · · × Vqn(RN))2 → R be defined by

l(u, v) =
n∑
i=1

∫
RN

[∇ui.∇vi + qiuivi − λmiuivi − λ
n∑

j=1;j 6=i

mijujvi].

First note that from (2.9) we have: Λ1,MC(u) ≤
∑n

i=1 ‖ui‖2
qi

for all u = (u1, · · · , un) ∈ V .
Therefore, since λ ≥ 0, we get: l(u, u) ≥ Λ1,M−λ

Λ1,M

∑n
i=1 ‖ui‖2

qi
and so l is coercive. By the

Lax-Milgram Theorem, we get the existence and the uniqueness of a weak solution for the
system (2.16).
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2.3 Study of the signs of the solutions for a 2× 2 system

We consider in this section the following system (for N ≥ 2):{
(−∆ + q)u = λu+ au+ bv + f in RN

(−∆ + q)v = λv + cu+ dv + g in RN .
(2.17)

The real λ is a real parameter and the potential q is radially symmetric and satisfies (H1
q) and

(H2
q). The aim of this section is to present some results concerning positivity or negativity

of the solutions of the system (2.17). We can find results for the antimaximum principle for
a system of two equations with constant coefficients in [2]; the ideas, there, are to decouple
the system, and then to apply the results of the antimaximum principle for each equation.
We will follow this method in this section.

We denote by M(x) =

(
a(x) b(x)

c(x) d(x)

)
the coupling matrix of the coefficients of the system

(2.17). Following [14], we introduce S an invertible 2 × 2 matrix of constants such that S
diagonalises M(x) for all x. In [14], it is proved that such a choice is possible only if either
(case I) b(x) and c(x) are both multiples of a(x)− d(x) or (case II) a(x) = d(x) for all x and
b(x) and c(x) are positive multiples of each other. We define the functions u∗ and v∗ by(

u∗

v∗

)
= S−1

(
u

v

)
,

(
f ∗

g∗

)
= S−1

(
f

g

)
, (2.18)

and since S is a constant matrix, we obtain from (2.17)(
−∆ + q 0

0 −∆ + q

)(
u∗

v∗

)
= λ

(
u∗

v∗

)
+ S−1M(x)S

(
u∗

v∗

)
+

(
f ∗

g∗

)
. (2.19)

We suppose that the coefficients a, b, c, d of the system satisfy the following hypothesis:

(H11)


(i) a, b, c, d ∈ L∞(RN).

(ii) either b and c are positive multiples of a− d (case I)
or a = d and b and c are positive multiples of each other (case II)

(iii) a, b, c, d are radially symmetric functions.

Note that the hypothesis (H11)(iii) upon the coefficients of the matrixM of the system (2.17)
assures that the weights of each equation (after decoupling (2.17)) are radially symmetric.
Here we consider the case I and we rewrite the matrix M(x) under the following form:

M(x) =

(
a(x) b∗(a(x)− d(x))

c∗(a(x)− d(x)) d(x)

)
(case I) (2.20)

where a 6= d and b∗ and c∗ are constants such that 1 + 4b∗c∗ > 0.

Moreover we assume that the following hypothesis is satisfied:
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(H12) f, g ∈ L2(RN).

Then we define the two following constants ρ1 = 1+
√

1+4b∗c∗

2
, ρ2 = 1−

√
1+4b∗c∗

2
and we choose

S =

(
−b∗ −b∗

ρ1 ρ2

)
. Thus we have u = −b∗(u∗+ v∗) and v = ρ1u

∗+ ρ2v
∗. Now, if we define

the functions
µ1(x) :=

1

ρ1 − ρ2

[ρ1d(x)− ρ2a(x) + 2ρ1ρ2(a(x)− d(x))] (2.21)

µ2(x) :=
1

ρ1 − ρ2

[ρ1a(x)− ρ2d(x)− 2ρ1ρ2(a(x)− d(x))], (2.22)

then we can write the decoupled system (see (2.17)-(2.22)) as{
(−∆ + q)u∗ = λu∗ + µ1u

∗ + 1
b∗(ρ1−ρ2)

[ρ2f + b∗g] in RN

(−∆ + q)v∗ = λv∗ + µ2v
∗ − 1

b∗(ρ1−ρ2)
[ρ1f + b∗g] in RN .

Theorem 2.9 Assume that the potential q satisfies (H1
q)-(H2

q) and that the hypotheses
(H11)-(H12) are satisfied. Assume also that the matrixM has the form (2.20) with b∗c∗ < 0

and 1 + 4b∗c∗ > 0. Let µ1 and µ2 functions be defined as in (2.21) and (2.22). Assume
that µ1 and µ2 are functions such that λ + µ1 ≥ cst > 0 and λ + µ2 ≥ cst > 0. Define
f ∗ = 1

b∗(ρ1−ρ2)
[ρ2f + b∗g] and g∗ = − 1

b∗(ρ1−ρ2)
[ρ1f + b∗g].

1. Assume that λ1,q,λ+µ1 − δ(f ∗) < 1 < λ1,q,λ+µ1 , λ1,q,λ+µ2 − δ(g∗) < 1 < λ1,q,λ+µ2 ,

0 < f ∗ ∈ Xs,2
q,λ+µ1

and 0 < g∗ ∈ Xs,2
q,λ+µ2

, with δ(f ∗), δ(g∗) defined in Theorem 1.5
Then u has the same sign as −b∗ and v > 0.

2. Assume that λ1,q,λ+µ1 < 1 < λ1,q,λ+µ1 + δ′(f ∗), λ1,q,λ+µ2 < 1 < λ1,q,λ+µ2 + δ′(g∗),

0 < f ∗ ∈ Xs,2
q,λ+µ1

and 0 < g∗ ∈ Xs,2
q,λ+µ2

.

Then v < 0 and u has the same sign as b∗.

Note that the above results are just consequences of the diagonalization of the coupling
matrixM and applications of Theorem 1.5. We can also obtain similar results in the case II.
Note that for λ sufficiently large, since each function µi is bounded, we have λ+µi ≥ cst > 0.

Moreover if b∗ > 0 e.g., choosing g > 0 and f such that − b∗g
ρ2

< f < − b∗g
ρ1
, we have f ∗ > 0

and g∗ > 0.

A Appendix: Ground state positivity and negativity

We only give a sketch of the proof in R2. We recall that the space Xq,m is defined by
Xq,m = {u ∈ L2(R2), u

φ1,q,m
∈ L∞(R2)} and the space X1,2

q,m is defined by
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X1,2
q,m = {f : R2 → R, ∂f

∂θ
(r, .) ∈ L2(−π, π) for all r ≥ 0 and there exists a constant

C ≥ 0 such that |f(r, θ)|+
(

1
2π

∫ π
−π |

∂f
∂θ

(r, θ)|2 dθ
)1/2

≤ Cφ1,q,m(r) a.e.}.

Note that the ground state positivity is a simple application of the weak maximum principle
combined with [4, Theorem 2.1]. Note also that if f ∈ Xq,m and f ≥ 0 then there exists a
positive constant C(f) such that 0 ≤ f ≤ C(f)φ1,q,m. Choosing C ′(f,m) = C(f)

m0(λ1,q,m−µ)
with

m0 = inf m > 0, from the weak maximum principle for the scalar case, writing
(−∆ + q)(C ′(f,m)φ1,q,m− u) = µm(C ′(f,m)φ1,q,m− u) + (λ1,q,m− µ)mC ′(f,m)φ1,q,m− f in
R2, we obtain that u ≤ C ′(f,m)φ1,q,m.

The proof of the ground state negativity is based upon ideas of [20] and [4]. We decompose
it in several steps.

Step 1 : We denote by Lq := −∆ + q and by M the operator of multiplication by m.

As in Hess [20] we consider the operator L−1
q M and the same decomposition of L2(R2) =

span(φ1,q,m) ⊕ R(I − λ1,q,mL
−1
q M) where R(I − λ1,q,mL

−1
q M) is the range of the opera-

tor I − λ1,q,mL
−1
q M. But because of the unboundedness of our domain, we cannot study

R(I−λ1,q,mL
−1
q M) as it done in [20] and we adapt to our case an idea developed in [3] which

is the following decomposition of L2(R2) = H1 ⊕H2 ⊕H3 with

H1 =span(φ1,q,m)

H2 ={f ∈ L2(R2) : f(x) ≡ f(|x|) with
∫ ∞

0

m(r)f(r)φ1,q,m(r)r dr = 0};

H3 ={f ∈ L2(R2) :

∫ π

−π
f(r, θ) dθ = 0 for almost all r ≥ 0}.

Note that ‖.‖m defined by (1.2) is a norm equivalent to the usual norm in L2(R2) since m
satisfies (H1

m). It is obvious that L2(R2) = H1⊕H2⊕H3 is an orthogonal decomposition. The
corresponding orthogonal projections P1, P2 and P3, respectively, take the following forms, for
each f ∈ L2(R2): P1f = (f,φ1,q,m)m

(φ1,q,m,φ1,q,m)m
φ1,q,m, P2f = (I − P1)f ∗ with f ∗ = 1

2π

∫ π
−π f(r, θ) dθ,

P3f = f − f ∗.

Step 2 : Let u be a solution of (1.7), we decompose u and L−1
q f = g in L2(R2) under the

following way: u = βµφ1,q,m + u2 + u3 with u2 ∈ H2, u3 ∈ H3 and g = g1 + g2 + g3. It is easy
to check that: g1 = (I − µL−1

q M)βµφ1,q,m, g2 = (I − µL−1
q M)u2 and g3 = (I − µL−1

q M)u3.

The idea then is to show that the sign of u is given by βµ and that u2 and u3 belong to Xq,m.

For that we need the two following Propositions based on Propositions 3.5 and 3.6 in [3].

Proposition A.1 (see [1, Proposition 3.1]) Assume that q is a radially symmetric po-
tential which satisfies (H1

q)-(H2
q) and that m is a radially symmetric weight which satisfies
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(H1
m). Assume that u2, g2 ∈ D(Lq), Lqu2 − λ1,q,mMu2 = Lqg2 ∈ L2(R2) with g2 a radial

symmetric function.

(i) If
∫
R2 Lqg2.φ1,q,m = 0 and

∫
R2 u2mφ1,q,m = 0, then u2 is radial and there exists a

constant Γ > 0 (depending exclusively upon the potential q and the weight m) such that
|Lqg2| ≤ cφ1,q,m ⇒ |u2| ≤ Γcφ1,q,m.

(ii) If
∫
R2 m.Lqg2.φ1,q,m = 0 and

∫
R2 u2mφ1,q,m = 0, then u2 is radial and there exists a

constant Γ > 0 (depending exclusively upon the potential q and the weight m) such that
|Lqg2| ≤ cφ1,q,m ⇒ |u2| ≤ Γcφ1,q,m.

Proposition A.2 (see [1, Proposition 3.2]) Assume that q is a radially symmetric po-
tential which satisfies (H1

q)-(H2
q) and that m is a radially symmetric weight which satisfies

(H1
m). Assume that u3, g3 ∈ D(Lq), Lqu3 − λ1,q,mMu3 = Lqg3 ∈ L2(R2) with Lqg3 ∈ H3 and

u3 ∈ H3. If Lqg3 ∈ X1,2
q,m, then there exists a constant Γ > 0 (depending exclusively upon the

potential q and the weight m) such that ‖u3‖X1,2
q,m
≤ Γ‖Lqg3‖X1,2

q,m
.

Step 3 : First note that if f = Lqg = Lqg1+Lqg2+Lqg3 then Lqg1+Lqg2 is obviously radially
symmetric and so Lqg3 = P3f. Note also that if f ∈ Xq,m then Lqg1 ∈ Xq,m, Lqg2 ∈ Xq,m

and Lqg3 ∈ Xq,m. Indeed f ∗ = 1
2π

∫ π
−π f(r, θ) dθ is in Xq,m too and Lqg3 = P3f = f − f ∗ is in

Xq,m. More Lqg1 belongs to Xq,m since m is bounded. Then we get Lqg2 ∈ Xq,m.

Now, we study each component of the decomposition of u.
First, we calculate βµ. Recall that g1 = αφ1,q,m with the constant α = (L−1

q f, φ1,q,m)m =
1

λ1,q,m

∫
R2 fφ1,q,m. Since f is positive, α > 0. Therefore, we get βµ = αλ1,q,m

λ1,q,m−µ .

Then, we prove that u2 ∈ Xq,m. Writing down the Neumann series for the resolvant (I −
µL−1

q M)−1:

u2 =
∑
n

(µ− λ1,q,m)n(M−1Lq − λ1,q,mI)−n(I − λ1,q,mL
−1
q M)−1g2.

Let call g0
2 = (I−µL−1

q M)−1g2 and apply Proposition A.1. Indeed g2 ∈ H2 and Lqg2 satisfies:∫
R2

Lqg2.φ1,q,m =

∫
R2

g2.Lqφ1,q,m = λ1,q,m

∫
R2

m.g2.φ1,q,m = 0.

We obtain g0
2 ∈ H2 and |g0

2| ≤ Γcφ1,q,m.

Then call g1
2 = (M−1Lq − λ1,q,mI)−1g0

2; g1
2 satisfies the following equation:

(I − λ1,q,mL
−1
q M)g1

2 = L−1
q Mg0

2.

We check that ∫
R2

m.L−1
q Mg0

2.φ1,q,m = 0.
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Applying again Proposition A.1, we get that g1
2 ∈ H2 and |g1

2| ≤ Γ‖Mg0
2‖Xq,mφ1,q,m. Using

the same method at each step, we deduce that the following sequence:

gn+1
2 = (M−1Lq − λ1,q,mI)−1gn2

satisfies |gn+1
2 | ≤ Γ‖Mgn2 ‖Xq,mφ1,q,m. Finally, we get that, if |µ− λ1,q,m| is small enough,u2 ∈

Xq,m. To conclude, we prove similarly that u3 ∈ Xq,m.

We finish the proof, saying that there exists some λ0 such that for λ1,q,m < µ < λ0

u =
αλ1,q,m

λ1,q,m − µ
φ1,q,m + u2 + u3 ≤ (

αλ1,q,m

λ1,q,m − µ
+ C)φ1,q,m

where the constant C depends only on λ0. Then the Theorem 1.5 follows immediately.

B Appendix: Proof of Lemma 2.1

We use the methods of translations (see [5], [7, p. 182]). Let u be a weak solution of
(−∆ + q)u = f in RN .

Let h ∈ RN and define
(Dhu)(x) =

u(x+ h)− u(x)

|h|
.

Let v = D−h(Dhu), v ∈ Vq(RN). From
∫
RN [∇u.∇v + quv] =

∫
RN fv, we get:∫

RN
|∇(Dhu)|2 +

∫
RN
Dh(qu).(Dhu) =

∫
RN
fD−h(Dhu).

Since Dh(qu)(x) = q(x+ h)Dhu(x) + u(x)Dhq(x), we get:∫
RN
|∇(Dhu)|2 +

∫
RN
q(x+ h)|Dhu(x)|2 dx+

∫
RN
uDhqDhu =

∫
RN
fD−h(Dhu).

Using q ≥ cst > 0, we deduce that there exists a positive constant C = C(q) (depending
upon q) such that:∫

RN
|∇(Dhu)|2 +

∫
RN
|Dhu|2 ≤ C(q)

∫
RN
|fD−h(Dhu)|+

∫
RN
|uDh(q)||Dhu|.

Recall from [7, Proposition IX.3] that for all w ∈ H1(RN), ‖D−hw‖L2(RN ) ≤ ‖∇w‖L2(RN ).

Thus, since for all h, |Dh(q)| ≤ cst
√
q, we have |uDh(q)| ≤ cst |u|√q and there exists a

positive constant C such that

‖Dhu‖H1(RN ) ≤ C[‖f‖L2(RN ) + ‖u√q‖L2(RN )] <∞.

We conclude as in [7] by for all i and for all h,

‖Dh
∂u

∂xi
‖L2(RN ) ≤ C[‖f‖L2(RN ) + ‖u√q‖L2(RN )].
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Using [7, Proposition IX.3] we get that ∂u
∂xi
∈ H1(RN). Therefore u ∈ H2(RN) and −∆u ∈

L2(RN).Moreover, we have for all φ ∈ D(RN),
∫
RN (−∆u+qu−f)φ = 0 and −∆u+qu−f ∈

L1
loc(RN). From [7, Lemma IV.2], we get that −∆u+ qu = f a. e. in RN . Thus qu ∈ L2(RN)

and in particular we deduce that u ∈ D(−∆ + q).
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Comparison with ground state
for solutions of non cooperative systems of Schrödinger
operators on RN

ABSTRACT. We study the sign of solutions of a system LU = λU +MU +F , on the whole
space RN , more precisely, we compare the components of U with the ground state solution.
Here L is a diagonal matrix of Schrödinger operators of the form Lu := −∆u+ qu, F is a
vector of functions in L2(RN), and M is a matrix, not necessarily cooperative. When M is a
constant matrix, we prove the existence of a real Λ playing the role of principal eigenvalue:
if |λ− Λ| is sufficiently small, U exists and the sign of each entry is fixed. The sign of each
entry changes as λ grows and get over Λ. We study the case of a variable M for a 2 × 2

system.

1 Introduction

In this paper we study systems defined on the whole space RN and acting on (L2(RN))n:

Lui := (−∆ + q(x))ui = λui +
n∑
j=1

mijuj + fi, 1 ≤ i ≤ n (1)

which we write:

LU = λU +MU + F, (2)

with U =

 u1

...
un

, F =

 f1

...
fn

, L =

 L 0
. . .

0 L

, and M is a n × n matrix with

coefficients mij.

The potential q(x) is assumed to be a continuous function q : RN → R such that

inf
RN

q > 0 and q(x)→ +∞ as |x| → ∞. (3)
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The potential is a “relatively small” perturbation of a radially symmetric potential which
is assumed to be monotone increasing (in the radial variable) and growing somewhat faster
than |x|2 as |x| → ∞.

For a unique equation

(−∆ + q(x))u = λu+ f on RN ,

where q is a perturbation of a radially symmetric function, under the hypothesis f ≥ 0,
B. Alziary, J. Fleckinger, and P. Takáč consider the eigenvalue λ∗, associated to a
function ϕ∗ > 0. They show that for |λ− λ∗| sufficiently small, if λ < λ∗ then u > Cϕ∗ > 0

(fundamental positivity), and if λ > λ∗, and f comparable to ϕ∗, then u < −Cϕ∗ < 0

(fundamental negativity).

First we are concerned with the anti-maximum principle for the system when M is a con-
stant matrix. In the case of cooperative systems, there are several results related to the
maximum principle. B. Alziary L. Cardoulis, and J. Fleckinger, obtained a maxi-
mum principle for cooperative systems, then B. Alziary, J. Fleckinger, and P. Takáč,
proved a result of fundamental positivity. For the anti-maximum principle N. Besbas [10,
Theorem 4.3.2, p. 40] gave a theorem on the fundamental negativity for a special cooperative
problem involving a radial potential q. In the present work, we study general systems (in
particular non cooperative systems are allowed) and we obtain a comparison with the ground
state, for the spectral parameter λ close to the ground state energy level. In this part, we
extend to a n×n system some results of fundamental positivity or negativity established by
B. Alziary,J. Fleckinger and MH. Lécureux [3] for 2× 2 systems.

In the second part, we tackle the case of a variable matrix M . Our result concerns 2 × 2

systems with M restricted to very specific forms.

Organization:

The paper is organized as follows. In Section 2, we introduce some notation. In Section 3
we recall some known results, in Section 4 we state our main results. Finally, in Section 5,
we prove them.

2 Notations and hypotheses

2.1 Fundamental positivity, fundamental negativity, notation

It is established that the Schrödinger operator: Lq
def
= −∆ + q(x)• defined on L2(RN)

with a positive continuous potential tending to +∞ as |x| → ∞ has a compact inverse
and therefore a discrete spectrum. This holds since the variational space Vq is compactly
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embedded in L2(RN) (see D. E. Edmunds and W. D. Evans, [14], J. Fleckinger,[16])
where

Vq(RN)
def
=

{
u ∈ L2(RN) :

∫
RN
|∇u|2dx+

∫
RN
q(x)|u|2 <∞

}
. (1)

The smallest eigenvalue is simple and is given by:

λ∗(q) = inf
u∈Vq(RN )

{ ∫
RN |∇u|

2dx+
∫
RN q(x)|u|2dx∫

RN |u|2dx

}
. (2)

Eigenfunctions associated to λ∗(q) do not change sign and λ∗(q) is referred to as the “prin-
cipal eigenvalue” . Denote by ϕ∗ (or ϕ∗(q)) the associated eigenfunction which is positive
and normalized by ‖ϕ∗‖2

L2(RN ) = 1. The function ϕ∗ is C1(RN), and exponentially decreasing
near infinity. Usually, ϕ∗ is called the “ground state” or “principal eigenfunction” .

As in the paper of B. Alziary and P. Takáč [8], we consider the operator Lq
def
=

−∆ + q(x)• on a subspace X of L2(RN) defined, by

X
def
= {u ∈ L2(RN) : u/ϕ∗ ∈ L∞(RN)}. (3)

The space X equipped with the norm

‖u‖X
def
= ess sup

RN
(|u|/ϕ∗)

is a Banach space.

Notation: We note u
∗
� 0 and we say that u ∈ X is fundamentally positive if there exists

a real number c > 0 such that u > cϕ∗.
Similarly we write u

∗
≺ 0 and we say that u ∈ X is fundamentally negative if there exists a

real number c > 0 such that u < −cϕ∗.

2.2 Hypotheses on potential

Now we give the precise assumptions on the potential q, which guarantee the compactness of
the resolvant (λI−L)−1. For a single equation, Alziary, Fleckinger, and Takáč obtain
this compactness and so the fundamental positivity and negativity for different classes of
potentials [6], [9]. We choose here hypotheses used in [9], but there is no problem for
obtaining the same results with the class of potential used in [6].

More precisely, we introduce a class of growth for potentials:

CQ := {Q ∈ C(R+, (0,∞)) / ∃r0 > 0, Q′ > 0 a.e. on [r0,∞),

∫ ∞
r0

Q(r)−1/2 dr <∞}. (4)

We assume that the potential q satisfies Hypothesis (Hq):
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Hypothesis (Hq) The potential q is positive continuous and tends to +∞ as |x| → ∞.
Moreover, there exist two functions Q1 and Q2 in CQ and two positive constants C0, r0 ∈
(0,∞), such that

Q1(|x|) ≤ q(x) ≤ Q2(|x|) ≤ C0Q1(|x|) for all x ∈ RN , (5)∫ ∞
r0

(Q2(s)−Q1(s))

∫ s

r0

exp
(
−
∫ s

r

[Q1(t)1/2 +Q2(t)1/2] dt
)

dr ds <∞ . (6)

In their paper, Alziary, and Takáč ([9] Corollary 3.3) show that the ground states ϕ∗(q),
ϕ∗(Q1) and ϕ∗(Q2) are comparable: there exist some constants 0 < γ1 ≤ γ2 <∞ such that
γ1ϕ

∗(q) ≤ ϕ∗(Qj) ≤ γ2ϕ
∗(q) with j = 1, 2. We have Xq = XQ1 = XQ2.

Remark 2.1 The set X does not change if we change q into q − q̃ where q̃ is a bounded
function such that q − q̃ ≥ 0.

2.3 Hypotheses on matrix M and vector F

2.3.1 Case of constant matrix M

� Hypothesis on M

In this case, we suppose the whole spectrum of M real. More precisely:

Hypothesis (HM): The whole spectrum of Matrix M is in R. We denote the p real
eigenvalues (µi)1≤i≤p of matrix M , by

µ1 > µ2 ≥ . . . ≥ µp.

We assume that the largest eigenvalue µ1 of M is algebraically and geometrically simple.

Remark 2.2 We choose to write eigenvalues µi in decreasing order. The Jordan’s canonical
form allows us to write M = PTP−1 with :

T =


J1 0

J2 0

0
. . .

Jp


where P is a change-of-basis matrix.
Every Jordan’s block Ji is a square ki × ki matrix, in the form :

Ji =


µi 1 0

. . . . . .

0
. . . 1

µi


By Hypothesis (HM), the first block is 1× 1 : J1 = (µ1).
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Notation: Let G be the eigenspace associated with µ1 (dimG = 1) and H the hyperplan
spanned by other column vectors of Matrix P . By hypothesis (HM), we have Rn = G⊕H.
It is important to notice that, in matrix P , we can choose for the first column, every non
null vector of G.

� Hypothesis on F

We recall that in the whole space, the anti-maximum principle could be violated for the
equation

−∆u+ q(x)u = λu+ f

if the function f is in L2(RN) \X (cf. [5, Example 4.1, pp. 377–379]). So the fundamental
negativity does not hold for 0 ≤ f 6≡ 0. For results on systems presented in this article, of
course we need to consider vector F with all the components fk in X.
We can decompose F (x) into F (x) = FG(x) + FH(x) with FG(x) ∈ G and FH(x) ∈ H.

Hypothesis (HF ): All components fi of vector F are in X and let us decompose F (x) =

FG(x) + FH(x) where FG(x) ∈ G and FH(x) ∈ H. We assume there exists Ψ ∈ G such that
F (x) = f̃1(x)Ψ + FH(x) with f̃1 ≥ 0 (a.e.), and FG = f̃1Ψ 6≡ 0.

Vector Ψ is in G so we have : MΨ = µ1Ψ. Its components ψi are constant real numbers. In
Matrix P = (pij) we choose Ψ for the first column. So ψi = pi1.

2.3.2 Case of variable M

In this case, M is a 2× 2 matrix. We note M =

(
a(x) b(x)

c(x) d(x)

)
.

Assumptions on Matrix M allow us to diagonalise this matrix with the help of a change-of-
basis matrix with real and constant coefficients. These very particular forms of matrix are
studied by Cosner and Schaefer [13]. If a 6≡ d, we need b and c proportional to a− d ; if
a ≡ d, b is proportional to c and have the same sign. In the first case, where a 6≡ d, we need
to have a constant sign for a− d. In the second case, we suppose a ≡ d.

Hypothesis (HMv1) (case a 6≡ d, a ≥ d): We assume:

� Functions a and d are continuous, in L∞(RN), and a ≥ d ≥ 0 with a 6≡ d.

� There exist two real numbers b̂ and ĉ such that b = b̂(a − d) and c = ĉ(a − d), and
D̂ = 1 + 4b̂ ĉ > 0.

Note that with hypotheses a(x) ≥ 0 and d(x) ≥ 0 we do not loose generality: we can add a
positive number to each side to obtain these hypotheses.
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In this case, we always use Hypothesis (HF ), but we can write it differently.

Hypothesis (HFv1) (case a 6≡ d, a ≥ d): We assume f1, f2 ∈ X,

f̃1 = f1 +
2b̂

1 +
√
D̂
f2 ≥ 0 and f̃1 6≡ 0.

Hypothesis (HMv2) (case a ≡ d): We assume:

� The equality a = d and this function is in L∞(RN). Moreover ∀x ∈ RN , a(x) ≥ 0.

� There exist two positive real numbers b̂ and ĉ such that b = ε̂br and c = εĉr, where ε is
±1 and r ∈ L∞(RN) is a bounded, positive and continuous function.

Hypothesis (HF ) can now be written:

Hypothesis (HFv2) (case a ≡ d): We assume f1, f2 ∈ X,

√
ĉf1 + ε

√
b̂f2 ≥ 0 and

√
ĉf1 + ε

√
b̂f2 6≡ 0.

Remark 2.3 Under Hypotheses (HMv1) or (HMv2),M has two real eigenvalues. We denote
them by ν+(x) ≥ ν−(x). The two functions ν+ and ν− are in L∞(RN).

3 Known Results

We recall here some results of fundamental positivity and fundamental negativity.

Our proof uses some results in Alziary, Takáč, ([8]) then Alziary, Fleckinger, Takáč,([5]) and
Alziary, Takáč, ([9]) for fundamental positivity, in Besbas, ([10]) for fundamental negativity.

For q with superquadratical growth and for f/ϕ∗(q) ∈ L∞, they study

(−∆ + q)u = λu+ f (1)

and they show that there exist positive numbers c and δ (depending on q, f and λ) such
that:

λ < λ∗(q) ⇒ u
∗
� 0, (fundamental positivity)

λ∗(q) < λ < λ∗(q) + δ ⇒ u
∗
≺ 0, (fundamental negativity).
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Fundamental Positivity

Theorem 3.1 ([8, Theorem 2.1, p. 284])([9, Theorem 3.1, p. 41])

Assume (Hq) is satisfied and f ∈ L2(RN), f ≥ 0 a.e. on RN , f 6≡ 0. For λ < λ∗(q) there
exists a unique solution u to Equation (1) which is positive; and there exists a constant c > 0

such that
u > cϕ∗(q) > 0 (fundamental positivity). (2)

Moreover, if also f ≤ Cϕ∗(q), with some constant C > 0, then we have

u ≤ c′ϕ∗(q) everywhere, with c′ =
C

λ∗(q)− λ
. (3)

Corollary 3.2 ([9]): The constant c defined in (2) tends to ∞ as λ→ λ∗(q) .

This result plays an important role in the proof of our main Theorems:

Corollary 3.3 Assume f ∈ X (not necessarily f ≥ 0), for λ < λ∗(q), u exists and we
have

|u| ≤
‖f‖X

λ∗(q)− λ
ϕ∗(q). (4)

Indeed if we denote by K|X the restriction of K = (Lq − λI)−1 to the Banach space X, the

operator K|X is linear and bounded in X with norm ≤
1

λ∗(q)− λ
([9], p. 41).

Fundamental Negativity

It has been shown first in [1] for a radial potential and then in [9].

Theorem 3.4 ([9, Theorem 3.4, p. 42]) Assume (Hq) is satisfied; let f ∈ X be such
that f ≥ 0 a.e. on RN , f 6≡ 0. Then there exists δ(f) > 0 and c > 0 such that for all
λ ∈ (λ∗(q);λ∗(q) + δ),

u ≤ −cϕ∗(q) (fundamental negativity). (5)

Remark 3.5 The same holds if we assume only
∫
RN fϕ

∗(q) dx > 0.

Corollary 3.6 ([10]): The constant c defined in (5) tends to ∞ as λ→ λ∗(q) .

Remark 3.7 Besbas ([10]) uses a slightly different space X1,2 ⊂ X ; it coincides with X
for radially symmetric functions.

Remark 3.8 Fundamental negativity improves the antimaximum principle introduced in
Clément-Pelletier ([12]).
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4 Main Results

4.1 System n× n

This result concerns System (2) where M is a constant matrix:

(2) LU :=

 (−∆ + q(x)) 0
. . .

0 (−∆ + q(x))


 u1

...
un

 = λU +MU + F,

Recall that, by hypothesis (Hq), (HM) and (HF ), M has only real eigenvalues; its largest
eigenvalue µ1 is simple and there exists Ψ eigenvector of M associated with µ1, such that
F (x) = f̃1(x)Ψ + FH(x) with f̃1 ≥ 0 (a.e.) Denote (ψi) the components of Ψ.

Theorem 4.1 We assume Hypotheses (Hq), (HM) and (HF ).
Let Λ := λ∗(q) − µ1. Then there exist two real numbers δ > 0 and δ′ > 0, depending on q,
M , F , such that

• If λ ∈ (Λ − δ; Λ) then System (2) admits a unique solution U = (ui). Moreover, for
each integer i ∈ [1, n], ui ∈ X and ψiui

∗
� 0.

• If λ ∈ (Λ; Λ + δ′) then System (2) admits a unique solution U = (ui). Moreover, for
each integer i ∈ [1, n] ui ∈ X and ψiui

∗
≺ 0.

Remark 4.2 If M is irreducible and cooperative, we know that there exists Ψ with all
components strictly positive. We obtain the fundamental positivity below Λ and the funda-
mental negativity above Λ.

4.2 Variable Matrix M

Here M is a variable 2× 2 matrix M =

(
a(x) b(x)

c(x) d(x)

)
.

The system is:(
−∆ + q(x) 0

0 −∆ + q(x)

)(
u1

u2

)
= λ

(
u1

u2

)
+

(
a(x) b(x)

c(x) d(x)

)(
u1

u2

)
+

(
f1

f2

)
.

(1)
As we will see in the proof, the two real eigenvalues of M are ν+(x) ≥ ν−(x), and the
functions ν+ and ν− are continuous, bounded. Let ν+

max = sup {ν+(x), x ∈ R}.
By Remark 2.1, we know that X is the same set for q, for q+ = q − ν+ + ν+

max and for
q− = q − ν− + ν+

max. We denote λ∗(q+) the principal eigenvalue of −∆ + q+ and λ∗(q−) the
principal eigenvalue of −∆ + q−.
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1. First case

Under Hypothesis 2.3.2 (HMv1), let us set b̂, ĉ the two real numbers such that b = b̂(a− d)

and c = ĉ(a− d).

Theorem 4.3 (case a 6≡ d) We assume Hypotheses (Hq), (HMv1) and (HFv1):

f1 +
2b̂

1 +
√
D̂
f2 ≥ 0 a.e., f1 +

2b̂

1 +
√
D̂
f2 6≡ 0

Let Λ = λ∗(q+) − ν+
max. Then there exist two real numbers δ > 0 and δ′ > 0, depending on

q, M , F , such that

• If Λ− δ < λ < Λ, then System (1) admits a unique solution U = (ui). Moreover,

u1

∗
� 0 and ĉu2

∗
� 0.

• If Λ < λ < Λ + δ′, then System (1) admits a unique solution U = (ui). Moreover,

u1

∗
≺ 0 and ĉu2

∗
≺ 0.

Under Hypothesis 2.3.2 (HMv2), recall that functions b = ε̂br and c = εĉr have the same
sign, given by ε = ±1.

Theorem 4.4 (case a ≡ d) We assume Hypotheses (Hq), (HMv2) and (HFv2):√
b̂f1 + ε

√
ĉf2 ≥ 0 a.e.,

√
b̂f1 + ε

√
ĉf2 6≡ 0.

Let Λ = λ∗(q+). Then there exist two real numbers δ > 0 and δ′ > 0, depending on q, M ,
F , such that

• If Λ− δ < λ < Λ, then System (1) admits a unique solution U = (ui). Moreover,

u1

∗
� 0 and εu2

∗
� 0.

• If Λ < λ < Λ + δ′, then System (1) admits a unique solution U = (ui). Moreover,

u1

∗
≺ 0 and εu2

∗
≺ 0.
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5 Proofs

5.1 Proof of Theorem 4.1

1/ First case: λ < Λ = λ∗(q)− µ1

First step: change of basis

We use the Jordan’s block matrix T =


J1 0

J2 0

0
. . .

Jp

 associated with matrix M in

System (2):
LU := λU +MU + F.

There is a matrix P such that T = P−1MP . More precisely, by Hypothesis (HM) and
Hypothesis (HF ) we can choose for the first column of change-of-basis matrix P : Ψ ∈ G
such that F = f̃1Ψ + FH with f̃1 ≥ 0 and FH(x) ∈ H.
Now let us introduce the following notation:

U = PŨ ⇔ Ũ =

 ũ1

...
ũn

 = P−1U and F = PF̃ ⇔ F̃ =

 f̃1

...
f̃n

 = P−1F.

All potentials are equal, so System (2) becomes

LŨ = λŨ + TŨ + F̃ . (1)

By Hypothesis (HM) the first equation in System (1) is

Lũ1 = λũ1 + µ1ũ1 + f̃1, (2)

where, by Hypothesis (HF ), f̃1 ≥ 0 and f̃1 6≡ 0.

Look at the Jordan’s block Ji with 2 ≤ i ≤ p. The matrix Ji is ki× ki. Set si =
i−1∑
m=1

km with

k1 = 1.
From line si + 1 to line si + ki − 1, we obtain ki − 1 equations:

Lũj = λũj + µiũj + ũj+1 + f̃j if si + 1 ≤ j < si + ki − 1, (3)

and the last one:

Lũj = λũj + µiũj + f̃j for j = si + ki = si+1. (4)
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Second step: study of the triangular system (1)

In the first line
Using Theorem 3.1, we obtain that Lũ1 = λũ1+µ1ũ1+f̃1 has a solution, u1

∗
� 0 (fundamental

positivity), and since f̃1 ≥ 0 a.e. on RN ,

c(λ)ϕ∗ ≤ ũ1.

If λ→ Λ, by Corollary (3.2) c(λ)→ +∞.

In other lines we look at every Jordan’s block.
In ith block, with 2 ≤ i ≤ p, from line si + 1 to line si+1.
• Line si+1: In Equation (4) Lũsi+1

= λũsi+1
+ µiũsi+1

+ f̃si+1
by Corollary 3.3 the solution

ũsi+1
exists and satisfies the inequality

|ũsi+1
| ≤

‖f̃si+1
‖X

λ∗(q)− µi − λ
ϕ∗. (5)

By (HM), λ < λ∗(q)− µ1 < λ∗(q)− µi. So |ũsi+1
| ≤
‖f̃si+1

‖X
µ1 − µi

ϕ∗.

Hence, for i > 1, the function ũsi+1
is in X, and ‖ũsi+1

‖X ≤ csi+1
where the constant csi+1

depends only on F and M .
• From line si + 1 to line si+1 − 1

For j = si+1 − 1, we have Lũj = λũj + µiũj + ũsi+1
+ f̃j.

Set g̃j = ũsi+1
+ f̃si+1

. This function g̃j is in X, and ‖g̃j‖X ≤ lj where the constant lj depends
only on F and M .
Therefore, by Corollary 3.3 we obtain the existence of ũj and

|ũj| ≤
‖g̃j‖X

λ∗(q)− µi − λ
ϕ∗ ≤ lj

µ1 − µi
ϕ∗.

So, for j = si+1 − 1, ũj ∈ X, and ‖ũj‖X ≤ cj where cj depends only on F and M.

Step by step, we can use the same argument from line si+1 − 1 to line si + 1. Therefore we
obtain, in each block, for each integer j with si + 1 ≤ j ≤ si+1 − 1, the existence of the
solution ũj which is in X. Moreover, ‖ũj‖X ≤ cj where the real cj depends only on F and
M.

To sum up, we have, for 2 ≤ j ≤ n,

|ũj| ≤ cjϕ
∗, (6)
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where the real cj depends only on F and M ,
and for j = 1,

c(λ)ϕ∗ ≤ ũ1, (7)

where c(λ) depends on F , M , λ and c(λ)↗ +∞ when λ↗ Λ.

Third step: consequence for the initial system (2)

U = PŨ implies for each component 1 ≤ i ≤ n:

ui = pi1ũ1 +
n∑
j=2

pijũj.

As λ → Λ, we have ũ1 ≥ c(λ)ϕ∗(q), where c(λ) tends to infinity; and by (6),
n∑
j=2

pijũj is

bounded by a constant times ϕ∗.

Therefore there exists δi > 0 such that for λ ∈ (Λ− δi; Λ) the function

ui = pi1ũ1 +
n∑
j=2

pijũj

has the same sign than pi1. More precisely, if pi1 > 0, ui
∗
� 0, and if pi1 < 0 ui

∗
≺ 0.

But the first eigenvector Ψ is the first column of the change-of-basis matrix P : ψi = pi1 We
obtain, in the case Λ− δ ≤ λ < Λ, where δ = mini δi,

ψiui
∗
� 0 (fundamentally positive)

2/ Second case λ > Λ = λ∗ − µ1 and |λ− Λ| small:
there is δ0 > 0 with Λ < λ < Λ + δ0 < λ∗ − µ2 ≤ . . . ≤ λ∗ − µn.

First step

We transform System (2) into System (1) exactly as above.

Second step: study of the triangular system (1)

In the first line (2) Lũ1 = λũ1 + µ1ũ1 + f̃1,
we can apply the fundamental negativity results (Theorem 3.4): there is δ1(F ) > 0 such that
if Λ < λ < Λ + δ1 < Λ + δ0, then ũ1 ≤ −c(λ)ϕ∗(q), and by Corollary 3.6: c(λ) grows to +∞
when λ→ Λ.
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In the other equations, Lũi = λũi+µkũi+ f̃i we have λ < λ∗−µi. Hence by fundamental

positivity and corollary 3.2, as in the case λ < Λ, we have by (6),
n∑
j=2

pijũj bounded by a

constant times ϕ∗.

Third step: consequence for the initial system (2)

In ui = pi1ũ1 +
n∑
j=2

pijũj, we have
n∑
j=2

pijũj bounded by a constant times ϕ∗ and ũ1 <

−c(λ)ϕ∗(q) tending to −∞ when λ tends to Λ.
So there is δ′ > 0 such that : if Λ < λ < Λ + δ′ we obtain pj1uj = ψjuj fundamentally
negative: ψjuj

∗
≺ 0.

5.2 Proof of Theorems 4.3 and 4.4

Here we study System (1):(
−∆ + q(x) 0

0 −∆ + q(x)

)(
u1

u2

)
= λ

(
u1

u2

)
+

(
a(x) b(x)

c(x) d(x)

)(
u1

u2

)
+

(
f1

f2

)
.

1/ Proof of Theorem 4.3

First step : study of eigenvalues
By Hypothesis (HMv1), there exist two real numbers b̂, ĉ such that b = b̂(a − d) and c =

ĉ(a − d). Since a ≥ d, the two functions b and c never change sign. Moreover D̂ = 1 + 4b̂ ĉ

is positive.

By calculation we obtain two eigenvalues : ν+(x) =
1

2

(
a(x) + d(x) + (a(x)− d(x))

√
D̂
)
,

and ν−(x) =
1

2

(
a(x) + d(x)− (a(x)− d(x))

√
D̂
)
.

Since a ≥ d, a 6≡ d and D̂ > 0, we have ν+ ≥ ν−, ν+ 6≡ ν−. By (HMv1), the two
functions a and d are continuous and bounded, so ν+ and ν− are continuous and bounded.
Set ν+

max = supx ν
+(x).

By Remark 2.1, the set X is the same for the two potentials q+ = q + ν+
max − ν+ and

q− = q + ν+
max − ν−. We have q− ≥ q+ > 0, with q− 6≡ q+.

The principal eigenvalue of Lq−
def
= −∆ + q−(x)• is

λ∗(q−) = inf
u∈Vq− (RN )

{ ∫
RN |∇u|

2dx+
∫
RN q

−(x)|u|2dx∫
RN |u|2dx

}
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and we know that

λ∗(q−) =

∫
RN
|∇ϕ∗(q−)|2dx+

∫
RN
q−|ϕ∗(q−)|2dx,

where ϕ∗(q−) is the ground state of −∆ + q−(x)• , which is positive and normalized by
‖ϕ∗(q−)‖2

L2(RN ) = 1.
By ν−(x) ≤ ν+(x), ν− 6≡ ν+, and by continuity we have∫

RN

(
ν+
max − ν−(x)

)
|ϕ∗(q−(x))|2dx >

∫
RN

(
ν+
max − ν+(x)

)
|ϕ∗(q−(x))|2dx,

so ∫
RN
q−(x)|ϕ∗(q−)|2dx >

∫
RN
q+(x)|ϕ∗(q−)|2dx.

Therefore
λ∗(q−) >

∫
RN
|∇ϕ∗(q−)|2dx+

∫
RN
q+(x)|ϕ∗(q−)|2dx.

We obtain ϕ∗(q−) ∈ Vq+ and

λ∗(q−) > inf
u∈Vq+ (RN )

{ ∫
RN |∇u|

2dx+
∫
RN q

+(x)|u|2dx∫
RN |u|2dx

}
= λ∗(q+).

Second step: diagonalization of the system (1)

We choose the eigenvectors v+ =

 1 +
√
D̂

2
ĉ

 associated with ν+ and v− =

 −b̂
1 +

√
D̂

2


associated with ν−.

Let P the matrix with columns vectors v+ and v−. The inverse matrix is

P−1 =
1√
D̂


1

2b̂

1 +
√
D̂

− 2ĉ

1 +
√
D̂

1

 .

As before, we note: Ũ =

(
ũ1

ũ2

)
= P−1

(
u1

u2

)
and

(
f̃1

f̃2

)
= P−1

(
f1

f2

)
.

The components of P and P−1 are constants. So, if f1, f2 ∈ X, then f̃1 and f̃2 are also in X.

By this change of basis, System (1)

LU = λ

(
u1

u2

)
+

(
a(x) b(x)

c(x) d(x)

)(
u1

u2

)
+

(
f1

f2

)
,
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is written in two equations:

−∆ũ1 + qũ1 = λũ1 + ν+ũ1 + f̃1,

−∆ũ2 + qũ2 = λũ2 + ν−ũ2 + f̃2

where f̃1 ≥ 0, f̃1 6≡ 0 by Hypothesis (HFv1.)

Set q+ = q + ν+
max − ν+, and q− = q + ν+

max − ν−, we derive

−∆ũ1 + q+ũ1 =
(
λ+ ν+

max

)
ũ1 + f̃1, (8)

−∆ũ2 + q−ũ2 =
(
λ+ ν+

max

)
ũ2 + f̃2. (9)

If λ < λ∗(q−)− ν+
max, Equation (9) satisfies the Theorem of Fundamental Positivity, and by

Corollary 3.3 we have
|ũ2| ≤

(
λ∗(q−)− ν+

max − λ
)−1

Cf̃2ϕ
∗

• If λ < λ∗(q+)− ν+
max < λ∗(q−)− ν+

max,

we obtain

|ũ2| ≤
(
λ∗(q−)− λ− ν+

max

)−1
Cf̃2ϕ

∗ ≤
Cf̃2

λ∗(q−)− λ∗(q+)
ϕ∗.

Equation (8) satisfies the fundamental positivity result, so we have

ũ1 ≥ C(λ, f̃1)ϕ∗

and C(λ, f̃1) tends to infinity, when λ tends to λ∗(q+)− ν+
max. Consequently ũ2 is bounded,

and ũ1 tends to infinity.
Now we can derive U from U = PŨ ; we have:

u1 =
1 +

√
D̂

2
ũ1 − b̂ũ2, (10)

u2 = ĉũ1 +
1 +

√
D̂

2
ũ2. (11)

So there exists a real number δ > 0, depending on F and M , such that for all
λ∗(q+)− ν+

max − δ < λ < λ∗(q+)− ν+
max,

u1

∗
� 0 and ĉu2

∗
� 0.

• If λ∗(q+)− ν+
max < λ < λ∗(q−)− ν+

max

By Theorem 3.4 in Equation (8) there exists δ1 (depending on F ) such that for all λ with
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λ∗(q+) < λ+ ν+
max < λ∗(q+) + δ1, ũ1 exists and ũ1

∗
≺ 0. We can choose δ1 < λ∗(q−)−λ∗(q+),

and assume λ∗(q+)− ν+
max < λ < λ∗(q+)− ν+

max + δ1 < λ∗(q−)− ν+
max.

In Equation 9, by λ < λ∗(q−) − ν+
max we can apply the Fundamental Positivity Result. So

ũ2 exists, and

|ũ2| ≤
(
λ∗(q−)− λ− ν+

max

)−1
Cf̃2ϕ

∗ ≤
1

λ∗(q−)− λ∗(q+)− δ1

ϕ∗.

We have ũ2 bounded by a constant times ϕ∗, and ũ1 ≤ −C(λ, f̃1)ϕ∗, with C(λ, f̃1) tending
to infinity when λ tends to λ∗(q+)− ν+

max.
Relations (10) and (11) are always true. So there exists a real 0 < δ ≤ δ1 such that:
if λ∗(q+)− ν+

max < λ < λ∗(q+)− ν+
max + δ < λ∗(q−)− ν+

max, we have u1

∗
≺ 0 and ĉu2

∗
≺ 0.

2/ Proof of Theorem 4.4

By Hypothesis (HMv2), a = d and there exist two real numbers b̂, ĉ such that b = ε̂br and
c = εĉr, with ε = ±1. The function r ∈ L∞(RN) is continuous, positive and bounded.
The matrix M(x) has two eigenvalues, ν+(x) = a(x) +

√
b̂ ĉ r(x) and ν−(x) = a(x) −√

b̂ ĉ r(x). The function r is positive, bounded and continuous so the function ν+ − ν− =

2
√
b̂ ĉ r(x) is positive, bounded and continuous. Let q+ = q+ν+

max−ν+ and q− = q+ν+
max−ν−.

We have, as in the first step of the proof of Theorem 4.3, λ(q−) > λ(q+).

Eigenvectors associated to ν+ and ν− are v+ =

( √
b̂

ε
√
ĉ

)
and v− =

(
−ε
√
b̂√

ĉ

)
.

With these eigenvectors, we obtain

P−1 =


1

2
√
b̂

ε

2
√
ĉ

− ε

2
√
b̂

1

2
√
ĉ

 .

The components of P and P−1 are constants.

We always denote

(
ũ1

ũ2

)
= P−1

(
u1

u2

)
and

(
f̃1

f̃2

)
= P−1

(
f1

f2

)
. Functions f̃1 and

f̃2 are in X, and by Hypothesis (HFv2), f̃1 ≥ 0, and f̃1 6≡ 0. We obtain the same equations
as above:

(8) −∆ũ1 + q+ũ1 =
(
λ+ ν+

max

)
ũ1 + f̃1,

(9) −∆ũ2 + q−ũ2 =
(
λ+ ν+

max

)
ũ2 + f̃2,

where f̃1 ≥ 0, f̃1 6≡ 0 by Hypothesis (HFv1).
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The study of the comparison with the ground state is the same as in Theorem 4.3. So ũ2 is
still bounded in X. For ũ1:
• if λ < λ∗(q+)− ν+

max, then ũ1 ≥ C(λ, F )ϕ∗, where C(λ, F )→∞ when λ→ λ∗(q+)− ν+
max,

• if λ > λ∗(q+) − ν+
max and |λ− (λ∗(q+)− ν+

max)| small, we have ũ1 ≤ −C(λ, F )ϕ∗, where
C(λ, F )→∞ when λ→ λ∗(q+)− ν+

max.

But now the change of basis gives:

u1 =
√
b̂ ũ1 − ε

√
b̂ ũ2, (12)

u2 = ε
√
ĉ ũ1 +

√
ĉ ũ2. (13)

By similar arguments, we obtain
- the existence of δ such that: if λ∗(q+) − ν+

max − δ < λ < λ∗(q+) − ν+
max < λ∗(q−) − ν+

max,
then u1

∗
� 0 and εu2

∗
� 0,

- the existence of δ′ such that: if λ∗(q+)− ν+
max < λ < λ∗(q+)− ν+

max + δ′ < λ∗(q−)− ν+
max,

then u1

∗
≺ 0 and εu2

∗
≺ 0. �
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Tamás Glavosits, Árpád Száz1

The infimal convolution can be used to easily prove the
classical Hahn-Banach theorem

ABSTRACT. By using a particular case of the infimal convolution, we provide an instructive
proof for the dominated Hahn-Banach extension theorem.

Former proofs have only used this convolution rather implicitly.

KEY WORDS. Infimal convolution, Hahn-Banach theorem

1 Hahn-Banach extensions and the infimal convolution

Notation 1.1 Suppose that X is a vector space over R and p is a positively homoge-
neous, subadditive function of X to R.

Moreover, assume that V is a subspace of X and ϕ is a linear function of V to R such that
ϕ is dominated by p on V in the sense that ϕ(v) ≤ p(v) for all v ∈ V .

Under the above assumptions, the subsequent dominated extension theorem was first proved
by Banach in [1, pp. 227–29] with reference to his former paper in 1929. At some later pages,
he also mentions the pioneering works of Riesz in 1907, Helly in 1912, and Hahn in 1927.
See the reliable historical notes of Saccoman [10].

The term Hahn-Banach theorem has been coined to the following theorem of Banach, or
an important consequence of it proved earlier by Hahn, after a paper of Bohnenblust and
Sobczcyk in 1938 who proved a complex form Hahn’s theorem independently of the works of
Murray in 1936 and Sukhomlinov in 1938. See the excellent surveys of Buskes [5] and Narici
and Beckenstein [9].

Theorem 1.2 There exists a linear function f of X to R that extends ϕ and is dom-
inated by p on X .

1The work of the authors has been supported by the Hungarian Scientific Research Fund (OTKA) Grant
NK-81402.
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This theorem is usually proved with the help of an elementary, but tricky computation and
some important, non-direct consequence of the Axiom of Choice such as the well-ordering
principle or transfinite induction, and Zorn’s lemma or Hausdorff’s maximal principle. See
Bridges [3, pp. 261–262] for a nice instructive treatment.

In the present note, we shall show that the computational part of the proof can be put into
a proper perspective with the help of the p ∗ ϕ particular case of the infimal convolution.
The latter notion was already intensively studied by Moreau [8] and Strömberg [11] with
several applications. See also [13], [6] and [14] for some further results.

However, up till now, it has only been implicitly used in the proofs of the Hahn-Banach
theorems. Unfortunately, the second author in [12] considered the intersection convolution
to be a more convenient tool for proving linear extension theorems than the infimal one.
Though, he observed that the former one is only a particular case of an obvious extension
of the latter one.

In the sequel, in addition to Notation 1.1, we shall only need the following two fundamental
definitions.

Definition 1.3 If U is a linear subspace of X containing V , then a linear function ψ

of U to R , that extends ϕ and is dominated by p on U , will be called a Hahn-Banach
extension of ϕ to U .

Remark 1.4 By using this definition, the assertion of Theorem 1.2 can be briefly expressed
by saying that there exists a Hahn-Banach extension f of ϕ to X .

Definition 1.5 The function q = p ∗ ϕ , defined by

q (x) = inf
v∈V

(
p (x− v ) + ϕ(v)

)
for all x ∈ X , will be called the infimal convolution of p and ϕ .

Remark 1.6 The above definition can be put a more instructive form by observing that

q (x) = inf
{
p(u) + ϕ(v) : u ∈ X , v ∈ V , x = u+ v

}
for all x ∈ X . Note that the latter form can be applied to more general situations.

The close relationship that exists between the Hahn-Banach extensions and the infimal
convolution can already be nicely clarified by the following

Theorem 1.7 If ψ is a Hahn-Banach extension of ϕ to U , then for any u ∈ U we
have

−q(−u ) ≤ ψ(u) ≤ q(u) .
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Proof: For any v ∈ V , we have

ψ(u) = ψ(u− v + v ) = ψ(u− v) + ψ(v) ≤ p(u− v) + ϕ(v) .

Hence, we can already infer that

ψ(u) ≤ inf
v∈V

(
p(u− v) + ϕ(v)

)
= q(u) .

Now, by writing −u in place of u , we can see that

−ψ(u) = ψ(−u ) ≤ q (−u ) , and thus − q (−u ) ≤ ψ(u)

also holds.

Now, as an immediate consequence of this theorem, we can also state

Corollary 1.8 If ψ is as in Theorem 1.7 and q is odd on U , then q is an extension
of ψ .

Proof: In this case, for any u ∈ U , we have

q (−u ) = −q(u) , and hence − q (−u ) = q(u) .

Therefore, by Theorem 1.7, ψ(u) = q(u) is also true.

Thus, in particular, we can also state

Corollary 1.9 If U is a subspace of X such that V ⊂ U and q is odd on U , then
there exists at most one Hahn-Banach extension ψ of ϕ to U .

2 Further inequalities for the function q

Theorem 2.1 For any x ∈ X, we have

−p (−x) ≤ q(x) ≤ p (x) .

Proof: For any v ∈ V , we have

0 = ϕ(0) = ϕ(−v ) + ϕ(v) ≤ p(−v ) + ϕ(v)

= p (−x+ x− v ) + ϕ(v) ≤ p(−x ) + p (x− v ) + ϕ(v) ,

and thus
−p (−x ) ≤ p (x− v ) + ϕ(v) .
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Hence, we can already infer that

−p (−x ) ≤ inf
v∈V

(
p (x− v ) + ϕ(v)

)
= q(x) .

Moreover, we can at once see that

q(x) = inf
v∈V

(
p (x− v ) + ϕ(v)

)
≤ p (x− 0) + ϕ(0) = p(x)

also holds.

Now, as an immediate consequence of this theorem, we can also state

Corollary 2.2 q is a real-valued function of X such that q(0) = 0 .

From Theorem 2.1, by writing −x in place x , we can also immediately get

Corollary 2.3 For any x ∈ X , we have

−p(−x) ≤ −q (−x ) ≤ p(x) .

In addition to the above results and Theorem 1.7, it is also worth proving the following

Theorem 2.4 For any x ∈ X , we have

−q (−x ) ≤ q(x) .

Proof: For any v , s ∈ V we have

− p (x− v )− ϕ(v) = −p (x− v )− ϕ(v)− ϕ(s) + ϕ(s)

= −p (x− v ) + ϕ(−v − s ) + ϕ(s) ≤ −p (x− v ) + p(−v − s ) + ϕ(s)

= −p (x− v ) + p (x− v − x− s )) + ϕ(s) ≤ −p (x− v ) + p (x− v ) + p (−x− s ) + ϕ(s)

= p (−x− s ) + ϕ(s) .

Hence, we can infer that

−p (x− v )− ϕ(v) ≤ inf
s∈V

(
p (−x− s ) + ϕ(s)

)
= q (−x ) .

Now, we can already see that

−q (−x ) ≤ p (x− v ) + ϕ(v) ,

and thus
−q (−x ) ≤ inf

v∈V

(
p (x− v ) + ϕ(v)

)
= q(x) .

also holds.

This theorem makes the less obvious part of the proof of Theorem 2.1 superfluous. Moreover,
it immediately yields the following
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Corollary 2.5 q is a superodd function of X in the sense that −q(x) ≤ q (−x ) for
all x ∈ X .

Remark 2.6 Later, we shall see that the function q is not, in general, odd. Therefore, in
contrast to Corollary 1.8, it cannot usually be a Hahn–Banach extension of ϕ to X .

Moreover, we shall also see that q is not, in general, even. Therefore, it cannot usually be a
seminorm even if p is so. However, due to the linearity of ϕ , it will turn out to have some
better additivity and homogeneity properties than p.

3 Additivity and homogeneity properties of q

Theorem 3.1 For any x ∈ X and v ∈ V , we have

q (x+ v ) = q(x) + ϕ(v) .

Proof: For any s ∈ V , we have

q(x) = inf
t∈V

(
p (x− t ) + ϕ(t)

)
≤ p

(
x− (s− v)

)
+ ϕ ( s− v) ,

and thus

q(x) + ϕ(v) ≤ p
(
x− (s− v)

)
+ ϕ ( s− v) + ϕ(v) = p (x+ v − s ) + ϕ(s) .

Hence, we can already infer that

q(x) + ϕ(v) ≤ inf
s∈V

(
p (x+ v − s ) ) + ϕ(s)

)
= q (x+ v ) .

Now, we can easily see that

q (x+ v ) = q (x+ v ) + ϕ(0) = q (x+ v ) + ϕ(−v) + ϕ(v) ≤ q(x) + ϕ(v)

also holds.

From this theorem, by using Corollary 2.2, we can immediately derive

Corollary 3.2 q is an extension of ϕ .

Proof: Namely, by Theorem 3.1 and Corollary 2.2, we have

q (v) = q ( 0 + v ) = q ( 0 ) + ϕ (v) = 0 + ϕ(v) = ϕ(v)

for all v ∈ V .

Now, as an immediate consequence of Theorem 3.1 and Corollary 3.2, we can also state
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Corollary 3.3 q is an X×V –additive function of X in the sense that

q (x+ v ) = q(x) + q(v)

for all x ∈ X and v ∈ V .

Concerning the function q , we can also easily prove the following

Theorem 3.4 q is a subadditive function of X .

Proof: If x , y ∈ X , then by Definition 1.3 and Corollary 2.2, for any ε > 0 there exist
s , t ∈ V such that

p (x− s) + ϕ(s) < q(x) + ε and p ( y − t) + ϕ(t) < q(y) + ε .

Now, we can already see that

q (x+ y ) = inf
v∈V

(
p (x+ y − v ) + ϕ(v)

)
≤ p

(
x+ y − ( s+ t )

)
+ ϕ ( s+ t ) ≤ p(x− s ) + p ( y − t ) + ϕ(s) + ϕ(t)

≤ q(x) + q(y) + 2 ε .

Hence, by letting ε tend to 0 , we can infer that

q (x+ y ) ≤ q(x) + q(y) .

Remark 3.5 This theorem makes the proof of Theorem 2.4 superfluous. Namely, by The-
orem 3.4 and [4, Theorem 4.3], the function q is superodd.

Moreover, by the above theorems, we can also at once state that q is N–subhomogeneous
and {0} ∪ N−1–superhomogeneous.

However, the latter facts are of no particular importance for us now since we can also prove
the following

Theorem 3.6 q is a positively homogeneous function of X .

Proof: For any x ∈ X , v ∈ V and λ ∈ R , with λ > 0 , we have

q(x) = inf
s∈V

(
p (x− s ) + ϕ(s)

)
≤ p

(
x− λ−1v

)
+ ϕ

(
λ−1v ) ,

and thus
λ q(x) ≤ λ p

(
x− λ−1v

)
+ λϕ

(
λ−1v ) = p (λx− v ) + ϕ(v) .



Infimal convolution and Hahn–Banach theorem 77

Hence, we can already infer that

λ q(x) ≤ inf
v∈V

(
p(λx− v) + ϕ(v)

)
= q (λx ) .

Now, we can easily see that

q (λx ) = λλ−1q (λx ) ≤ λ q (λ−1λx ) = λ q(x)

also holds.

Now, as a useful consequence of Theorem 3.6 and Corollary 2.5, we can also prove the
following

Corollary 3.7 q is an R–superhomogeneous function of X in the sense that

λ q (x) ≤ q (λx )

for all λ ∈ R and x ∈ X .

Proof: By Corollary 2.5 and Theorem 3.6, for any x ∈ X and λ ∈ R , with λ < 0 , we also
have

λ q( x) = (−λ )
(
−q(x)

)
≤ (−λ ) q(−x ) = q

(
(−λ )(−x )

)
= q (λx ) .

From this corollary, by writing −λ and −x in place of λ and x , respectively, we can
immediately infer

Corollary 3.8 For any λ ∈ R and x ∈ X , we have

−q (λx ) ≤ λ q (−x ) .

4 An instructive proof of the Hahn-Banach theorem

We first state the following basic theorem whose proof may be left to the reader.

Theorem 4.1 If a ∈ X such that a /∈ V and

U = R a + V =
{
λ a+ v : λ ∈ R , v ∈ V

}
,

then

(1) U is the smallest linear subspace of X such that a ∈ U and V ⊂ U ;

(2) for each u ∈ U there exists a unique pair (λu , vu) ∈ R×V such that u = λua+vu ;

(3) the mappings u 7→ λu and u 7→ vu , where u ∈ U , are linear functions of U to R
and V , respectively, such that λ v = 0 and vv = v for all v ∈ V .
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Now, by using this theorem and our former results on the infimal convolution, we can quite
easily prove the following simple, but important particular case of a slight improvement of
Theorem 1.2.

Theorem 4.2 If a ∈ X such that a /∈ V , then there exists a linear function ψ of the
subspace U = R a + V to R that extends ϕ and satisfies

−q(−u ) ≤ ψ(u) ≤ q(u)

for all u ∈ U .

Proof: Note that if ψ is as above, then under the notation of Theorem 4.1, for any u ∈ U ,
we have

ψ(u) = ψ (λu a+ vu ) = λu ψ(a) + ψ ( vu) = λu ψ(a) + ϕ ( vu) .

Moreover, we also have
−q (−a ) ≤ ψ(a) ≤ q(a) .

Therefore, to prove the theorem, we may naturally define a function ψ of U to R such that

ψ(u) = λu q(a) + ϕ ( vu)

for all u ∈ U . Now, by using Theorem 4.1, we can easily see that ψ is a linear extension of
ϕ .

Therefore, by Theorem 1.7, we need only show that ψ is dominated by p on U . For this,
note that by Corollary 3.7 and Theorems 3.1 and 2.1 we have

ψ(u) = λu q(a) + ϕ( vu) ≤ q (λu a ) + ϕ(vu) = q(λu a+ vu) = q(u) ≤ p(u)

for all u ∈ U .

Remark 4.3 Note that, in the above proof, instead of q(a) we may take any number
b ∈ R with

−q (−a ) ≤ b ≤ q(a) .

Therefore, the required extension ψ of ϕ is unique if and only if the function q is odd at
the point a .

Now, as a slight improvement of Theorem 1.2, we can also prove the following

Theorem 4.4 There exists a linear function f of X to R that extends ϕ and satisfies

−q (−x ) ≤ f (x) ≤ q(x)

for all x ∈ X .
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Proof: Denote by Ψ the family of all Hahn–Banach extensions ψ of ϕ . Then, it is clear
Ψ is a nonvoid partially ordered set with the ordinary set inclusion.

Moreover, if Φ is a nonvoid totally ordered subset of Ψ , then it can be easily seen that
φ = ∪Φ is an upper bound of Φ in Ψ . Thus, by Zorn’s lemma, there exists a maximal
element f of Ψ .

Now, by Theorem 1.7, it remains only to show that the domain Df of f is X . For this,
note that if for some a ∈ X we have a /∈ Df , then by Theorem 4.2 and 2.1 there exists a
Hahn-Banach extension ψ of f to the subspace U = R a + Df . However, this contradicts
the maximality of f .

Remark 4.5 Note that if f is as in the above theorem, then by Theorem 2.1 f is, in
particular, a Hahn-Banach extension of ϕ to X.

Now, as a useful consequence of our former results, we can briefly prove the following

Theorem 4.6 The following assertions are equivalent :

(1) q is odd X ;

(2) q is a Hahn-Banach extension of ϕ to X ;

(3) there exists a unique Hahn-Banach extension f of ϕ to X ;

(4) there exists at most one Hahn-Banach extension f of ϕ to X .

Proof: By Corollary 1.9, it is clear that (1) implies (4) . Moreover, from Theorems 4.4
and 2.1, we can see that there exists a Hahn-Banach extension f of ϕ to X . Therefore,
(4) implies (3) . Moreover, if (1) holds, then by Corollary 1.8 we necessarily have f = q .
Therefore, (1) also implies (2).

Now, since the implications (2) =⇒ (1) and (3) =⇒ (4) trivially hold, we need only show
that (4) also implies (1) . For this, note that if (1) does not hold, then there exists a ∈ X
such that

q(−a ) 6= −q(a) .

Hence, by Corollary 3.2 and Theorem 2.4, we can infer that

a /∈ V and − q(−a ) < q(a) .

Now, by Remark 4.3 and Theorem 2.1, we can construct two Hahn-Banach extensions ψ1

and ψ2 of ϕ to U = R a + V such that ψ1(a) 6= ψ2(a) . Moreover, by Theorems 4.4 and
2.1, we can state that there exist some Hahn-Banach extensions f1 and f2 of ψ1 and ψ2 to
X , respectively. Thus, (4) does not also hold. This proves the required implication.
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Remark 4.7 Sections 7 and 11 of [9] and [5] respectively, show that the question of the
uniqueness of the Hahn–Banach extension has also been intensively studied by several au-
thors. Moreover, some further uniqueness results can also be found on the MathSciNet.
However, the above simple convolutional characterization seems to be new.

5 A simple illustrating example to Theorems 4.2 and 2.4

Example 5.1 Take

a = (−1 , 1 ) and V = R ( 1 , 1 ) .

Moreover, define

ϕ( s , s ) = s and p ( s , t ) = max
{
| s | , | t |

}
for all s , t ∈ R .

Then, it is clear that V is a linear subspace of R 2 such that a /∈ V . Moreover, for any
( s , t ) ∈ R 2, by taking

λ ( s , t ) = 2−1( t− s ) and v ( s , t ) = 2−1( s+ t ) ( 1 , 1 ) ,

we can easily check that
( s , t ) = λ ( s , t ) a + v ( s , t ) .

Therefore, R 2 = R a + V . Moreover, we can also at once state that ϕ is a linear function
of V to R and p is a norm on R 2 such that

|ϕ ( s , s ) | = | s | = p ( s , s )

for all s ∈ R . Thus, in particular, ϕ is dominated by p on V .

Therefore, by Theorem 4.2, there exists a linear function ψ of R2 to R that extends ϕ and
satisfies

−q (−s , −t ) ≤ ψ ( s , t ) ≤ q ( s , t )

for all s , t ∈ R , with q = p ∗ ϕ . Moreover, by the proof Theorem 4.2, we can take

ψ ( s , t ) = λ ( s , t ) q(a) + ϕ
(
v ( s , t )

)
= 2−1( t− s ) q (a) + 2−1( s+ t )

for all s , t ∈ R .

Now, by drawing pictures of the functions involved, we can also easily see that

q(a) = inf
v∈V

(
p( a− v ) + ϕ(v)

)
= inf

s∈R

(
p((−1 , 1 )− ( s , s )) + ϕ ( s , s )

)
= inf

s∈R

(
max

{
| 1 + s | , | 1− s |

}
+ s

)
= inf

s∈R

(
1 + | s | + s

)
= 1 .
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Therefore,
ψ ( s , t ) = 2−1( t− s ) + 2−1( s+ t ) = t

for all s , t ∈ R .

Remark 5.2 Quite similarly, we can also see that q(−a ) = 1 . Therefore,

−q(−a ) = −1 < 1 = q(a) .

Thus, the superodd function q fails to be odd at the point a .

In this respect, it is also worth noticing that, by Corollary 3.2, q is an extension of ϕ . Thus,
it is also not even.

Remark 5.3 Now, by using our former observations, we can also state that if ψ is a
Hahn-Banach extension of ϕ to R 2, then there exists b ∈ [−1 , 1 ] such that

ψ ( s , t ) = λ ( s , t ) b + ϕ
(
v ( s , t )

)
= 2−1( t− s ) b + 2−1( s+ t ) = 2−1( 1− b ) s + 2−1( 1 + b ) t

for all s , t ∈ R . Hence, by taking

c = 2−1( 1− b ) ,

we can already infer that 0 ≤ c ≤ 1 such that

ψ ( s , t ) = c s + ( 1− c ) t

for all s , t ∈ R .

Conversely, we can also note that if ψ is of the above form for some c ∈ [ 0 , 1 ] , then ψ is
a linear extension of ϕ to R 2 such that

ψ ( s , t ) ≤ |ψ ( s , t ) | = | c s + ( 1− c ) t | ≤ c | s | + ( 1− c ) | t |
≤ c p ( s , t ) + ( 1− c ) p ( s , t ) = p ( s , t )

for all s , t ∈ R . Thus, we have obtained all the Hahn-Banach extensions of ϕ

to R 2.

Remark 5.4 Now, if s , t ∈ R such that λ ( s , t ) ≥ 0 , i. e , s ≤ t , then by using
Theorems 3.1 and 3.6 we can also easily see that

q ( s , t ) = q
(
λ ( s , t ) a + v ( s , t )

)
= λ ( s , t ) q(a) + ϕ

(
v ( s , t )

)
= 2−1( t− s ) + 2−1( s+ t ) = t .
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Hence, because of the symmetry of s and t in the formula

q ( s , t ) = inf
r∈R

(
p(( s , t ) − ( r , r )) + ϕ ( r , r )

)
= inf

r∈R

(
max

{
| s− r | , | t− r |

}
+ r

)
,

we can already infer that
q ( s , t ) = max { s , t

}
for all s , t ∈ R .

Thus, in particular

q ( s , s ) = ϕ ( s , s ) and q ( s , −s ) = |ϕ(s) |

and
q
(
| s | , | t |

)
= p ( s , t )

for all s , t ∈ R .

The value q ( s , t ) can also be computed directly by observing that

max
{
| s− r | , | t− r |

}
+ r =

∣∣ r − 2−1( s+ t )
∣∣ + 2−1 | s− t | + r

=
∣∣ r − 2−1( s+ t )

∣∣ + r − 2−1( s+ t ) + 2−1( s+ t ) + 2−1 | s− t | =

=
∣∣ r − 2−1( s+ t )

∣∣ + r − 2−1( s+ t ) + max { s , t
}

for all r , s , t ∈ R .
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Manfred Krüppel

Functional Equations for Knopp Functions and Digital
Sums

ABSTRACT. The well-known Delange formula expressed the usual sum-of-digits function
to a basis q ≥ 2 by means of a continuous, nowhere differentiable function. The aim of this
paper is to clarify the actually reason for this phenomenon. For this we show that specific
Knopp functions satisfy functional equations which allow to calculate, for any positive integer
n, the number of times of digits in the q-ary representation of n which are equal to a fixed
m ∈ {1, . . . , q − 1}. By linear combination for arbitrary Knopp functions we get functional
equations contained certain digital sums. These functional equations imply sum formulas for
certain digital sums. Simple examples are the formula of Delange for the usual sum-of-digits
function and a formula for the number of zeros

KEY WORDS. Knopp functions, functional equations, digital sums, Fourier expansion.

1 Introduction

Throughout in this paper let q be a fixed integer with q ≥ 2. For an integer k ∈ N we
introduce the q-ary representation

k =
∞∑
j=0

ajq
j (1.1)

with aj ∈ {0, 1, . . . , q − 1} and aj = 0 for j > logq k. It is known that the sum

S(n) =
n−1∑
k=1

s(k), (1.2)

where s(k) = a0 + a1 + . . ., can be represented by the Delange formula [3]
1

n
S(n) =

q − 1

2
logq n+ F

(
logq n

)
(1.3)

where F (u) is a continuous, nowhere differentiable function with the period 1, cf. [9] for
q = 2. In the case q = 2 this function can be expressed by

F (u) = −u
2
− 1

2u+1
T (2u) (u ≤ 0)
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where T is Takagi’s function, cf. [6]. Takagi’s function T is defined by

T (x) =
∞∑
n=0

∆ (2nx)

2n
(0 ≤ x ≤ 1) (1.4)

where ∆(x) = dist(x,Z), and it was introduced in 1903 by T. Takagi [8] as an example of a
continuous, nowhere differentiable function.

In this paper we investigate so-called Knopp functions ([7])

G(x) =
∞∑
ν=0

g (qνx)

qν
(x ∈ R) (1.5)

where the function g(x) is continuous, 1-periodic with g(0) = g(1) = 0 and linear in the
intervals [k

q
, k+1

q
], (k ∈ Z). First we consider q−1 specific functions gm(x) (m ∈ {1, . . . , q−1})

which form a basis for all such g(x), i.e.

g(x) =

q−1∑
m=1

λmgm(x) (x ∈ R) (1.6)

with suitable coefficients λm. By means of certain functional equations for the corresponding
Knopp functions

Gm(x) =
∞∑
ν=0

gm (qνx)

qν
(x ∈ R) (1.7)

we are able to express the number sm(k) of exactly those digits of the integer k in the q-ary
representation which equal m. We show that

1

n

n−1∑
k=1

sm(k) =
1

q
logq n+ Fm

(
logq n

)
(1.8)

where Fm(u) is a continuous nowhere differentiable function with period 1 which is connected
with Gm by

Fm(u) = −u
q
− 1

qu+1
Gm(qu) (u ≤ 0).

The coefficients of the Fourier expansion of Fm can be expressed by means of the Hurwitz
zeta function ζ(s, a) which for Re s > 1 is defined by

ζ(s, a) =
∞∑
n=0

1

(n+ a)s
(1.9)

where a is a fixed real number, 0 < a ≤ 1. When a = 1 this reduces to the Riemann zeta
function, ζ(s) = ζ(s, 1), cf. [1], p. 249.
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Next for arbitrary numbers λ1, . . . , λp−1 we consider the Knopp function G from (1.5) with
g from (1.6) and the function

s(k) =

q−1∑
m=1

λmsm(k) (k ∈ N0). (1.10)

For the sum (1.2) with s(k) from (1.10) we show that it holds the formula

1

n
S(n) =

1

q
S(q) logq n+ F (logq n) (1.11)

where F is a 1-periodic continuous nowhere differentiable function. Moreover, we can express
the Fourier coefficients of F by means of the zeta function ζ(s, a). The connection between
F in (1.11) and G from (1.5) with g from (1.6) is given by

F (u) = −1

q
S(q)u− 1

qu+1
G(qu) (u ≤ 0). (1.12)

As application we get formulas for several digital sums. In particular, for λm = m (m =

1, . . . , q−1) we get the formula (1.3) of Delange for the sum-of-digits function and for λm = 1

a formula for the number of all digits which are different from zero. Finally, we also give a
formula for the number of zeros.

2 Functional equations for specific Knopp functions

Throughout in this paper let q be a fixed integer with q ≥ 2. In this paper for m ∈
{1, . . . , q − 1} we need the function Gm defined by (1.7) where the generated function gm is
given by

gm(x) =


x for 0 ≤ x ≤ m

q
,

m− (q − 1)x for m
q
≤ x ≤ m+1

q
,

x− 1 for m+1
q
≤ x ≤ 1 ,

(2.1)

and by gm(x+ 1) = gm(x) for x ∈ R. This function can also be written as

gm(x) = x−
[qx
m

]
(qx−m) +

[
qx

m+ 1

]
(qx−m− 1) (0 ≤ x ≤ 1). (2.2)

In particular, for k ∈ {0, 1, . . . , q} we have

gm

(
k

q

)
=


k
q

for 1 ≤ k ≤ m ,

k−q
q

for m < k ≤ q − 1 .
(2.3)



88 M. Krüppel

Obviously, the function Gm from (1.7) is continuous with Gm(0) = 0 and it holds Gm(x+1) =

Gm(x) for x ∈ R. The function Gm satisfies the functional equation

Gm

(
x

q

)
= gm

(
x

q

)
+

1

q
Gm(x) (x ∈ R). (2.4)

The function sm(k) which counts the digits m in (1.1) is given for k ∈ {0, 1, . . . , q − 1} by

sm(k) =

 1 for k = m ,

0 for k 6= m
(2.5)

and for arbitrary k ∈ N0 and r ∈ {0, 1, . . . , q − 1} by

sm(qk + r) = sm(k) + sm(r). (2.6)

Proposition 2.1 For m ∈ {1, . . . , q − 1} the function Gm from (1.7) satisfies the func-
tional equations

Gm

(
k + x

q`

)
= Gm

(
k

q`

)
+
`− qsm(k)

q`
x+

1

q`
Gm(x) (2.7)

where ` ∈ N, k = 0, 1, . . . , q` − 1, x ∈ [0, 1]. Moreover, for n = 0, 1, . . . , q` we have

Gm

(
n

q`

)
=
n`

q`
− 1

q`−1

n−1∑
k=0

sm(k). (2.8)

Proof: Since gm(r) = 0 for r ∈ N0 we get from (1.7) that

Gm

(
k

q`

)
=

n−1∑
ν=0

gm(qν k
q`

)

qν

and this implies

Gm

(
k + x

q`

)
−Gm

(
k

q`

)
=

`−1∑
ν=0

gm(qν k+x
q`

)− gm(qν k
q`

)

qν
+
∞∑
ν=`

gm(qν k+x
q`

)

qν
.

For ν ≥ ` we find with µ = ν− ` ≥ 0 that gm(qν k+x
q`

) = gm(qµk+ qµx) = gm(qµx) so that the
last sum in the last equation is equal to 1

q`
Gm(x). For ν = 0, . . . , `− 1 there is no integer in

the open interval (qν k
q`
, qν k+1

q`
), and hence the both numbers qν k+x

q`
and qν k

q`
belong to the

same interval of the form [r + s
q
, r + s+1

q
] with r ∈ N0 and s ∈ {0, 1, . . . , q − 1}. Since gm is

linear in each of these intervals we find that

gm(qν k+x
q`

)− gm(qν k
q`

)

qν
= εν

x

q`
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where εν = −(q − 1) when qν k
q`
∈ [r + m

q
, r + m+1

q
] and where εν = +1 elsewhere in view of

(2.1). If k has the representation (1.1) then we write shortly k
q`

= a`, a`−1 . . . a0 with a` = 0

since k < q` and then qν k
q`

= a` . . . a`−ν , a`−ν−1 . . . a0 for 0 ≤ ν ≤ `− 1. Hence εν = −(q− 1)

when a`−ν−1 = m which happens for sm(k) elements, and εν = +1 when a`−ν−1 6= m which
happens for `− sm(k) elements. This implies

`−1∑
ν=0

εν = −(q − 1)sm(k) + `− sm(k) = `− qsm(k)

and hence (2.7) is proved. Equation (2.8) follows from (2.7) with x = 1 and summation over
k in view of Gm(1) = 0. �

3 The number of occurrences of a single digit

The equation (2.8) can be considered as sum formula for

Sm(n) =
n−1∑
k=1

sm(k) (3.1)

which is equal to the number of digits m in the q-ary representations of the integers 1, 2, . . . ,

n− 1. For this sum we have according to (2.8)

Sm(n) =
n`

q
− q`−1Gm

(
n

q`

)
(3.2)

where n ≤ q` and Gm is given by (1.7). In particular, for n = q` we find from (3.2) in view
of Gm(1) = 0 that the special sum Sm(q`) = `q`−1 is independent of m.

In order to obtain a representation of Sm(k) (m ∈ {1, . . . , q − 1}) which does not contain `
we introduce the function

fm(x) = −1

q

{
1

x
Gm(x) + logq x

}
(0 < x ≤ 1). (3.3)

For 0 < x ≤ 1 equation (2.4) simplifies to

Gm

(
x

q

)
=
x

q
+

1

q
Gm(x),

and therefore the function fm has the property

fm

(
x

q

)
= fm(x) (0 < x ≤ 1).

Hence, we can extend the function fm(x) for all x > 0 by

fm(qx) = fm(x) (x > 0). (3.4)
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Theorem 3.1 For the number of digits equal to m (m ∈ {1, . . . , q − 1}) in the q-ary
representation of the integers 1, 2, . . . , n− 1 we have

1

n
Sm(n) =

1

q
logq n+ fm(n) (3.5)

where fm is given by (3.3) and (3.4).

Proof: From (3.2) we get

1

n
Sm(n) =

1

q

{
`− q`

n
Gm

(
n

q`

)}
.

By means of (3.3) the term in brackets can be written as

`− q`

n
Gm

(
n

q`

)
= logq n−

q`

n
Gm

(
n

q`

)
− logq

n

q`
= logq n+ qfm

(
n

q`

)
.

In view of the property (3.4) we have

fm

(
n

q`

)
= fm(n)

so that the representation (3.5) follows. �

4 Periodic functions and Fourier expansions

According to (3.4) the function

Fm(u) = fm(qu) (u ∈ R) (4.1)

is periodic with period 1 so that in view of (3.3) Theorem 3.1 implies the

Corollary 4.1 Let m be a fixed integer with 1 ≤ m ≤ q − 1. Then for the sum (3.1) we
have

1

n
Sm(n) =

1

q
logq n+ Fm(logq n) (4.2)

where Fm is a continuous function of period 1 which is given by

Fm(u) = −u
q
− 1

qu+1
Gm(qu) (u ≤ 0) (4.3)

with Gm from (1.7).

In order to determine the Fourier expansion of the periodic function Fm(u) we need the zeta
function ζ(s, a) defined by (1.9) for Re s > 1 and 0 < a ≤ 1. The only singularity of ζ(s, a)

is at the point s = 1, cf. [10], p. 265.



Functional Equations for . . . 91

Lemma 4.2 Let be m ∈ {1, . . . , q − 1} and 0 < α ≤ m
q
. Then for the periodic function

gm from (2.1) we have for Re s > −1, s 6= 0, 1∫ ∞
α

gm(x)

xs+2
dx =

1

sαs
+ q

ζ(s, m+1
q

)− ζ(s, m
q

)

s(s+ 1)
. (4.4)

Moreover, for the excluded values s = 0 and s = 1 we have∫ ∞
α

gm(x)

x2
dx = 1− logα + q log

Γ(m+1
q

)

Γ(m
q

)
(4.5)

and ∫ ∞
α

gm(x)

x3
dx =

1

α
+
q

2

{
Γ′(m

q
)

Γ(m
q

)
−

Γ′(m+1
q

)

Γ(m+1
q

)

}
. (4.6)

Proof: The integral (4.4), denoted by Im(s), converges absolutely for Re s > −1. In view
of (2.2) we have

Im(s) =

∫ ∞
α

x− [x]

xs+2
dx− Jm(s) + Jm+1(s)

where
Jm(s) =

∫ ∞
α

1

xs+2

[
(x− [x])q

m

]
((x− [x])q −m) dx.

For Re s > 0 the first integral can be computed by∫ ∞
α

dx

xs+1
=

1

sαs

and ∫ ∞
α

[x]

xs+2
dx =

∫ ∞
1

[x]

xs+2
dx =

1

s+ 1
ζ(s+ 1),

cf. [3] (see also [1], p. 246). Moreover, for Re s > 1 we have

Jm(s) =
∞∑
n=0

q

∫ n+1

n+m/q

dx

xs+1
−
∞∑
n=0

(nq +m)

∫ n+1

n+m/q

dx

xs+2

=
q

s

∞∑
n=0

(
1

(n+ m
q

)s
− 1

(n+ 1)s

)
− 1

s+ 1

∞∑
n=0

(
nq +m

(n+ m
q

)s+1
− nq +m

(n+ 1)s+1

)

=
1

s+ 1

∞∑
n=0

nq +m

(n+ 1)s+1
+
qζ(s, m

q
)

s(s+ 1)
− q

s
ζ(s)

so that

Jm+1(s)− Jm(s) =
1

s+ 1
ζ(s+ 1) + q

ζ(s, m+1
q

)− ζ(s, m
q

)

s(s+ 1)
.

Hence,

Im(s) =
1

sαs
+ q

ζ(s, m+1
q

)− ζ(s, m
q

)

s(s+ 1)
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which proves (4.4) for Re s > 1. Since ζ(s, a) is analytic for s 6= 1 it follows that (4.4) is
valid for Re s > −1 excluded s = 0 and s = 1. In order to determine Im(0) we let s tend to
zero and by means of the rule of de l’ Hospital we get

Im(0) = lim
s→0

Im(s)

= log 1
α

+ qζ ′(0, m+1
q

)− qζ ′(0, m
q

)− qζ(0, m+1
q

) + qζ(0, m
q

)

= − logα + 1 + q log Γ(m+1
q

)− q log Γ(m
q

),

since ζ(0, a) = 1
2
− a and ζ ′(0, a) = log Γ(a) − 1

2
log (2π) (cf. [10], p. 271), and so we get

(4.5). Finally, in view of

lim
s→1

(
ζ(s, a)− 1

s− 1

)
= −Γ′(a)

Γ(a)

(cf. [10], p. 271), we obtain

lim
s→1

(ζ(s, a)− ζ(s, b)) =
Γ′(b)

Γ(b)
− Γ′(a)

Γ(a)

and therefore (4.6). �

Proposition 4.3 The continuous 1-periodic function Fm(u) has the Fourier expansion

Fm(u) =
∑
k∈Z

cmke
2kπiu (4.7)

with

cm0 = logq

(
Γ(m

q
)

Γ(m+1
q

)

)
− 1

2q
− 1

q log q
, (4.8)

cmk =
ζ(sk,

m
q

)− ζ(sk,
m+1
q

)

sk(sk + 1) log q
, sk =

2πik

log q
, k 6= 0. (4.9)

Proof: In view of the periodicity of Fm(u) we have from (4.3)

Fm(u) =
1

q
(1− u)− 1

qu
Gm(qu−1) (0 ≤ u ≤ 1).

As in [3], p. 44, for the Fourier coefficients

cmk =

∫ 1

0

Fm(u)e−2kπiudu

we put cmk = amk + bmk with

amk =
1

q

∫ 1

0

(1− u)e−2kπiudu,
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i.e. am0 = 1
2q

and amk = 1
2qkπi

for k 6= 0, and

bmk = −
∫ 1

0

1

qu
Gm(qu−1)e−2kπiudu = −

∞∑
ν=0

∫ 1

0

1

qu+ν
gm(qu+ν−1)e−2kπiudu.

As in [3] we get by means of the substitution u = 1− ν + logq x that∫ 1

0

1

qu+ν
gm(qu+ν−1)e−2kπiudu =

1

q log q

∫ qν

qν−1

1

x2
gm(x)e−2πik logq xdx

and hence
bmk = − 1

q log q

∫ ∞
1/q

gm(x)

x2+2kπi/ log q
dx.

By Lemma 4.2 with α = 1
q
we get the assertion. �

5 General Knopp functions

Now we consider the general Knopp function

G(x) =
∞∑
ν=0

g(qνx)

qν
(x ∈ R). (5.1)

where the function g is continuous, 1-periodic with g(0) = 0, and linear in each interval
[k
q
, k+1

q
], (k ∈ Z). Since the functions gm from (2.1) form a basis for these functions, every g

can be written as linear combination

g(x) =

q−1∑
m=1

λmgm(x) (x ∈ R) (5.2)

with certain coefficients λm (m ∈ {1, . . . , q − 1}). From (2.1) we get

g

(
k

q

)
=

(
k

q
− 1

) k−1∑
m=1

λm +
k

q

q−1∑
m=k

λm (5.3)

and it easy to see that

λm = g

(
1

q

)
+ g

(
m

q

)
− g

(
m+ 1

q

)
. (5.4)

According to (5.2) the Knopp function G from (5.1) can be written as

G(x) =

q−1∑
m=1

λmGm(x) (x ∈ R) (5.5)

with Gm from (1.7).
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Now for k ∈ N0 we consider the function

s(k) =

q−1∑
m=1

λmsm(k) (5.6)

with sm(k) from (2.5) and (2.6). By (2.5) we have s(0) = 0 and s(m) = λm for m =

1, . . . , q − 1, and (2.6) implies

s(kq + r) = s(k) + s(r) (5.7)

for k ∈ N0 and r ∈ {0, 1, . . . , q − 1}.

Proposition 5.1 Every function s(k) with the property (5.7) can be written in the form
(5.6) with

λm = s(m) (m = 1, . . . , q − 1). (5.8)

Proof: Assume that s(k) is a given function satisfying (5.7) then for k ∈ N0 we put

s0(k) = s(k)−
q−1∑
m=1

s(m)sm(k). (5.9)

In view of (2.5) it holds s0(k) = 0 for k = 0, 1, . . . , q − 1. Moreover, according to (5.7) and
(2.6) we have for k ∈ N0 and r ∈ {0, 1, . . . , q − 1}

s0(qk + r) = s0(k) + s0(r).

It follows s0(k) = 0 for all k ∈ N0 so that (5.9) implies the assertion. �

Let

S(n) =
n−1∑
k=1

s(k) (5.10)

with s(k) from (5.6), then (5.3) can be written as

g

(
k

q

)
=
k

q
S(q)− S(k) (k = 0, 1, . . . , q). (5.11)

In particular, g(0) = g(1) = 0 and g(1
q
) = 1

q
S(q).

In view of (5.5), (5.6) and (5.10) we get from Proposition 2.1 the
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Theorem 5.2 For ` ∈ N, k = 0, 1, . . . , q` − 1, x ∈ [0, 1] the Knopp function G from
(5.1) with g from (5.2) satisfies the functional equations

G

(
k + x

q`

)
= G

(
k

q`

)
+
S(q)`− qs(k)

q`
x+

1

q`
G(x). (5.12)

Moreover, for n = 0, 1, . . . , q` we have

G

(
n

q`

)
=
S(q)n`− qS(n)

q`
(5.13)

with S(n) from (5.10).

It is known that in case g(x) 6≡ 0 the Knopp function G from (5.1) is nowhere differentiable,
cf. [2] and [5]. In [5] it was shown even that in the case g(x) 6≡ 0 the function G from
(5.1) does not have anywhere a finite one-sided derivative. We show that this property is a
consequence of (5.12) where we need the following simple lemma, cf. [4].

Lemma 5.3 Let f : [0, 1] 7→ R have a finite right-hand derivative f ′+(x0) at the point
x0 ∈ [0, 1). Let further (u`) and (v`) be sequences in [0, 1] with x0 < u` < v` for all ` ∈ N
and v` → x0 as `→∞. If there exists a p > 0 with u` − x0 ≤ p(v` − u`) for all ` ∈ N then

f(v`)− f(u`)

v` − u`
→ f ′+(x0) (`→∞).

Proposition 5.4 If g(x) 6≡ 0 then the Knopp function G from (5.1) has nowhere a finite
one-sided derivative.

Proof: Assume, at x0 ∈ [0, 1) there exists the finite right-hand derivative G′+(x0). For
` ∈ N and k = 0, 1, . . . , q` − 1 we put xk,` = k/q` and Na,b = {k ∈ N : a ≤ k ≤ b}. If
xk′,` ≤ x0 < xk′+1,` then for every k ∈ Nk′+1,k′+2q−1 we put uk,` = xk,` and vk,` = xk+1,` so
that x0 < uk,` < vk,` and uk,` − x0 ≤ p(vk,` − uk,`) with p = 2q. Applying (5.12) with x = 1

we get

G(vk,`)−G(uk,`)

vk,` − uk,`
− G(vk+1,`)−G(uk+1,`)

vk+1,` − uk+1,`

= {S(q)`− qs(k)} − {S(q)`− qs(k + 1)}

and Lemma 5.3 implies that for k ∈ Nk′+1,k′+2q−1 we have

s(k + 1)− s(k)→ 0 (`→∞).

The set Nk′+1,k′+2q−1 contains a section of the form Nd,d+q−2 with d = qk0 ≤ k′ + q. For
k ∈ Nd,d+q−2, i.e. k = qk0 + r with r = 0, 1, . . . , q− 2, we have in view of (5.7) and (5.8) that
s(k) = s(qk0 + r) = s(k0) + s(r) = s(k0) + λr with λ0 = 0 and hence

s(k + 1)− s(k) = λr+1 − λr → 0 (`→∞).

This implies λr = 0 for all r = 1, . . . , q − 1 since λ0 = 0. �
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6 Digital sums

From Corollary 4.1, Proposition 4.3 and Proposition 5.4 we get for the sum S(n) from (5.10)
in view of λm = s(m) for m = 1, . . . , q − 1 and λ1 + . . . + λq−1 = S(q) the main result
concerning digital sums.

Theorem 6.1 For S(n) from (5.10) with s(k) from (5.6) we have the formula

1

n
S(n) =

S(q)

q
logq n+ F (logq n) (6.1)

where F (u) = λ1F1(u) + . . . + λq−1Fq−1(u) is a continuous, nowhere differentiable function
of period 1 which is given by

F (u) = −S(q)u

q
− 1

qu+1
G(qu) (u ≤ 0) (6.2)

with G from (5.1). The Fourier coefficients of F read

ck =

q−1∑
m=1

λmcmk (6.3)

with cmk from (4.8), (4.9).

We want to point out this for two examples.

1. The sum-of-digits function. For the sum of digits in the q-ary expansion of the integer
k we have λm = s(m) = m for m ∈ {1, . . . , q − 1}. Theorem 6.1 for λm = m yields the
well-known formula (1.3) of Delange where F is a continuous nowhere differentiable function
which is given by

F (u) = −q − 1

2
u− 1

qu+1
G(qu) (u ≤ 0) (6.4)

where G is given by (5.1) with g from (5.2). The Fourier coefficients of F (u) are

c0 =
q − 1

2
logq(2π)− q + 1

4
− q − 1

2 log q
,

ck = −q − 1

log q

ζ(sk)

sk(sk + 1)
, sk =

2kπi

log q
, k 6= 0

which follow from (6.3) with λm = m in view of the relations

q−1∏
m=1

(
Γ(m

q
)

Γ(m+1
q

)

)m

=

q−1∏
m=1

Γ

(
m

q

)
=

(2π)
q−1
2

√
q
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and
q−1∑
m=1

m
(
ζ(s, m

q
)− ζ(s, m+1

q
)
)

=
q−1∑
m=1

ζ(s, m
q

)− (q − 1)ζ(s)

= (qs − q)ζ(s).

2. The number of digits different from zero. For the number of digits which are
different from zero in the q-ary representation of the integer k we have (5.6) with λm = 1 for
m ∈ {1, . . . , q − 1} and the function (5.2) for 0 ≤ x ≤ 1 reads

g(x) =

q−1∑
m=1

gm(x) =

 (q − 1)x for 0 ≤ x ≤ 1
q
,

1− x for 1
q
< x ≤ 1 .

(6.5)

Theorem 6.1 for λm = 1 yields:

Corollary 6.2 Let S(n) denote the numbers of digits different from zero in the q-ary
representations of the integers 1, 2, . . . , n− 1. Then it holds

1

n
S(n) =

q − 1

q
logq n+ F (logq n) (6.6)

where F (u) is a continuous nowhere differentiable function of period 1 which is given by

F (u) = −(q − 1)u

q
− 1

qu+1
G(qu) (u ≤ 0) (6.7)

where G is given by (5.1) with g from (5.2). The Fourier expansion of the periodic function
F (u) has the coefficients

c0 = logq Γ

(
1

q

)
− q − 1

2q
− q − 1

q log q
,

ck =
ζ(sk,

1
q
)− ζ(sk)

sk(sk + 1) log q
, sk =

2kπi

log q
, k 6= 0.

7 The number of zeros

In Corollary 4.1 we have given a formula for the number of a fixed digit m ∈ {1, . . . , q − 1}.
Now, we consider the digit m = 0. In order to determine the number of zeros in the q-ary
expansion first we compute the number of all digits. Let a(k) denote the number of all digits
in the q-ary expansion of k, i.e. a(k) = ` + 1 if q` ≤ k < q`+1. We state a formula for the
sum

A(n) =
n−1∑
k=1

a(k). (7.1)



98 M. Krüppel

Proposition 7.1 For the number of all digits in the q-ary representations of the integers
1, 2, . . . , n− 1 we have

1

n
A(n) = logq n+

1

(q − 1)n
+H(logq n) (7.2)

where H is a continuous function of period 1 which is given by

H(u) = 1− u− 1

q − 1
q1−u (0 ≤ u < 1). (7.3)

Proof: We have a(k) = 1 for k = 1, . . . , q−1, a(k) = 2 for k = q, . . . , q2−1 and so on. Since
for k ≥ 1 the first digit may be 1, . . . , q − 1 and the following digits may be 0, 1, . . . , q − 1

we get for the sum (7.1) the special values A(q) = q − 1, A(q2) = q − 1 + 2q(q − 1),
A(q3) = q − 1 + 2q(q − 1) + 3q2(q − 1) and in general

A(q`) = (q − 1)(1 + 2q + 3q2 + . . .+ `q`−1).

In view of

1 + 2t+ 3t2 + . . .+ `t`−1 =
(`+ 1)t`(t− 1)− (t`+1 − 1)

(t− 1)2
(t 6= 1)

we get

A(q`) = `q` − q` − 1

q − 1
.

It follows for 0 ≤ k ≤ q`+1 − q` that

A(q` + k) = `q` − q` − 1

q − 1
+ (`+ 1)k

i.e.

A(q` + k) = `(q` + k)− q` − 1

q − 1
+ k.

Write n = q` + k = q`(1 + x) with 0 ≤ x < q − 1 we get in view of q`

n
= 1

1+x
, k
n

= 1 − 1
1+x

and ` = logq n+ logq(
q`

n
) = logq n− logq(1 + x)

1

n
A(n) = `− q` − 1

n(q − 1)
+
k

n

= logq n+
1

n(q − 1)
+

{
− logq(1 + x)− 1

(q − 1)(1 + x)
+ 1− 1

1 + x

}
= logq n+

1

n(q − 1)
+

{
1− logq(1 + x)− q

(q − 1)(1 + x)

}
.

This yields the assertion since in view of the periodicity of H we have for n = q`(1 + x)

H(logq n) = H(logq[q
`(1 + x)]) = H(logq(1 + x)) = H(u)

with 1 + x = qu (0 ≤ u < 1). �

The following result is a generalization of Theorem 3.2 in [6].
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Proposition 7.2 Let s0(k) be the number of zeros of k in the q-ary representation of
k. Then it holds

1

n

n−1∑
k=1

s0(k) =
logq n

q
+

1

(q − 1)n
+ F0(logq n) (7.4)

where F0 is a continuous nowhere differentiable function of period 1 which is given by

F0(u) =
1− u
q

+
1

qu
G(qu−1)− q1−u

q − 1
(0 ≤ u < 1) (7.5)

where G is given by (5.1) with the 1-periodic function g given by (6.5). The continuous
periodic function F0(u) has the Fourier expansion

F0(u) =
∑
k∈Z

c0ke
2kπiu (7.6)

with

c00 =
2q − 1

2q
− 1

q log q
− logq Γ

(
1

q

)
,

c0k =
1− ζ(sk) + ζ(sk,

1
q
)

sk(sk + 1) log q
, sk =

2πik

log q
, k 6= 0.

Proof: We have s0(n) = a(n) − s(n) where a(n) counts the number of all digits of n in
the q-ary expansion and s(n) counts the number of all digits different from zero. Hence
Proposition 7.1 and Corollary 6.2 imply the assertion. Formulas (6.6) and (7.2) imply (7.4)
with F0(u) = H(u) − F (u). Since the Fourier coefficients ck of F are known, we have to
compute the Fourier coefficients hk of

H(u) =
∑
k∈Z

hke
2kπiu.

We put hk = ak + bk with

ak =

∫ 1

0

(1− u)e−2kπiudu,

i.e. a0 = 1
2
and ak = 1

2kπi
for k 6= 0, and

bk =
−q
q − 1

∫ 1

0

q−ue−2kπiudu.

Substitution x = qu yields that∫ 1

0

q−ue−2kπiudu =
1

log q

∫ q

1

1

x2
e−2πik logq xdx

and hence
bk = − q

(q − 1) log q

∫ q

1

dx

x2+2kπi/ log q
.
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So bk = −1
log q+2kπi

and by hk = ak + bk we get h0 = 1
2
− 1

log q
and

hk =
1

sk(1 + sk) log q
, sk =

2kπi

log q
, k 6= 0.

This completes the proof. �
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