
Rostocker Mathematisches Kolloquium

Heft 61

Lothar Berg On the Difference Equation
xn+1 = (βxn + γxn−1)/(γxn + βxn−1)

3

Lothar Berg Nonlinear Difference Equations with Periodic
Solutions

13

Stevo Stević A Note on Periodic Character of a Higher Or-
der Difference Equation

21

Shaolong Xie;
Weiguo Rui
Xiaochun Hong

The Compactons and Generalized Kink Waves
to a generalized CAMASSA-Holm Equation

31

Sadek Bouroubi;
Moncef Abbas

New identities for Bell’s polynomials
New approaches

49

Weiguo Rui;
Yao Long;
Bin He

Periodic wave solutions and solitary cusp wa-
ve solutions for a higher order wave equation
of KdV type

57

Yixiang Hu;
Xianyi Li

Dynamics of a Nonlinear Difference Equation 73

Xue Zhiqun Ishikawa Iterative Process with Errors for Ge-
neralized Lipschitz Φ-Accretive Mappings in
Uniformly Smooth Banach Spaces

85

Arif Rafiq Convergence of an iterative scheme due to
Agarwal et al.

95

Universität Rostock

Institut für Mathematik

2006



Herausgeber: Universität Rostock
Mathematisch – Naturwissenschaftliche
Fakultät
Institut für Mathematik

Wissenschaftlicher Beirat: Hans-Dietrich Gronau
Friedrich Liese
Peter Takáč
Günther Wildenhain

Schriftleitung: Wolfgang Peters

Herstellung der Druckvorlage: Susann Dittmer

Zitat–Kurztitel: Rostock. Math. Kolloq. 61 (2006)

ISSN 0138-3248

c© Universität Rostock, Institut für Mathematik, D - 18051 Rostock

BEZUGSMÖGLICHKEITEN: Universität Rostock
Universitätsbibliothek, Schriftentausch
18051 Rostock
Tel.: +49-381-498 22 81
Fax: +49-381-498 22 68
e-mail: maria.schumacher@ub.uni-rostock.de

Universität Rostock
Institut für Mathematik
18051 Rostock
Tel.: +49-381-498 6551
Fax: +49-381-498 6553
e-mail: romako@uni-rostock.de

DRUCK: Universitätsdruckerei Rostock



Rostock. Math. Kolloq. 61, 3–11 (2006) Subject Classification (AMS)
39A11,41A60

Lothar Berg

On the Difference Equation
xn+1 = (βxn + γxn−1)/(γxn + βxn−1)

ABSTRACT. The difference equation in the title is solved by means of functions, which
can be represented as composed functions of the exponential function and a function being
odd with respect to one or two arbitrary parameters. In the case β = 1/4, γ = 3/4 there is
given a conjecture concerning a solution of a new type. A second conjecture concerns the
existence of asymptotically 3-periodic solutions. Though the difference equation is of second
order, we point out singular cases where three initial values can be prescribed.

KEY WORDS. Nonlinear difference equations, odd functions, asymptotic behaviour, 3-
periodic solutions, three initial values, conjectures.

Rational difference equations of second order are systematically investigated in the book
M.R. S. Kulenović and G. Ladas [6], where also various applications of these equations are
pointed out.

Here, we consider the special case

xn+1 =
βxn + γxn−1

γxn + βxn−1

(1)

with β2 6= γ2 and integer n. According to the classification in [6] it belongs to the type (2, 2)

or to the type (1, 1). In the case of positive coefficients a detailed stability and semicycle
analysis of the positive solutions of (1) is carried out in [6, Chapter 6.9].

In this paper we study arbitrary solutions of (1) with respect to its structure and its asymp-
totic behaviour. These solutions can have zeros, but not at consecutive points.

It can easily be seen that (1) has the following property:

Proposition 1 If xn = wn is a special solution of (1), then xn = 1
wn

is also a solution
of (1).
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Here we allow that a solution equals infinity, but not at consecutive points. This means that
the forbidden set of the initial values (x−1, x0) is only {(0, 0), (∞,∞)}, cf. [6, pp. 2.17].

Without loss of generality we use for the coefficients the normalization

β + γ = 1 , (2)

so that we can eliminate γ, and it follows β 6= 1
2
. Equation (1) has the equilibrium x = 1,

and about this equilibrium it has the linearized equation

yn+1 = (2β − 1)(yn − yn−1)

with the characteristic equation

λ2 + (1− 2β)(λ− 1) = 0 . (3)

At first we study solutions with one arbitrary parameter, and afterwards with two parame-
ters. Moreover, we consider the exceptional case β = 1

3
, we ask for asymptotically 3-periodic

solutions, and finally we point out cases with three given initial values.

One parameter. Let λ = z be a solution of (3) with |z| 6= 1. Then (1) possesses a solution
of the form

xn = 1 +
∞∑
j=1

cja
jznj (4)

with c1 = 1, arbitrary a and |cj| ≤ M j−1 for a certain constant M , cf. [2]. Hence, (4)
converges for

|azn| < 1

M
, (5)

i. e. for sufficiently large n in case of |z| < 1, and for sufficiently large −n in case of |z| > 1.
The series in (4) is simultaneously an asymptotic expansion as n→ +∞ resp. n→ −∞.

Proposition 2 If xn is the solution (4) of (1), then c2 = 1
2

and, under the condition (5),
the solution 1

xn
has the expansion (4) with −a instead of a. Moreover, under the sharpening

of (5)

|azn| < 1

M + 1
(6)

there exists a function fn(a) being odd in a such that

xn = exp(fn(a)) . (7)
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Proof: Under the condition (5) it follows from (4) that

1

xn
= 1− azn + (1− c2)a

2z2n + . . . . (8)

According to Proposition 1 the left-hand side is also a solution of (1), and the right-hand
side must have the form (4), i. e. the expansion in (8) is the expansion (4) with −a instead
of a.

Let xn = Fn(a) and therefore 1
xn

= Fn(−a). Under the condition (6) it is |Fn(a)− 1| < 1, so
that fn(a) = ln(Fn(a)) exists, and this function satisfies fn(a) = −fn(−a). From this and

fn(a) = ln(1 + azn + c2a
2z2n + . . . ) = azn +

(
c2 −

1

2

)
a2z2n + . . .

it follows that c2 = 1
2

�

The functions Fn(a) and fn(a) are holomorphic under the condition (6). Hence, the analytic
continuation of (7) remains a solution of (1).

Example 1 In the case β = 1
4

we can choose the solution λ = 1
2

of (3) and obtain by means
of the DERIVE system

xn = exp

{
a

2n
+

1

108

a3

23n
+

19

71280

a5

25n
+

68437

6951510720

a7

27n
+ . . .

}
and for the coefficient in (4)

c3 =
19

108
, c4 =

11

216
, c5 =

943

71280
, c6 =

4159

1283040
, c7 =

764869

993072960
.

Note that (1) in this example corresponds to [6, (6.66)] with p = 1/3 and q = 3, however,
neither [6, (6,67)] nor [6, (6,68)] are satisfied.

Two parameters. Let λ = z and λ = s be two different solutions of (3), and assume that
λ = zjs` is no solution of (3) for all non-negative integers j, ` with j + ` ≥ 2, then (1) has
also a solution of the form

xn = 1 +
∑

1≤j+`

cj` a
jznjb`sn` (9)

with c10 = c01 = 1, arbitrary a, b, and |cj`| ≤ M j+`−1 for a certain constant M , which is
convergent for |z| < 1, |s| < 1 and n large, |z| > 1, |s| > 1 and −n large, cf. [2] in the real,
and [3] in the complex case, and also for |z| < 1 < |s|, if |a| and |b| are sufficiently small and

ln(|a|M)

− ln |z|
< n <

− ln(|b|M)

ln s
.
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Instead of a detailed analysis we only mention that with some more effort Proposition 2 can
be generalized to these cases, and that also the analytic continuation can be applied.

0.5

1.0

1.5

2.0

2.5

3.0

−0.5

−1.0

−1.5

−2.0

0.5 1.0 1.5 2.0 2.5 3.0 3.5−0.5 β

λ

Figure 1: The curve (3) , the curve λ =
√

2β − 1

and the straight lines λ = ±1

Figure 2 shows the real branches of the curve (3), and for 1
2
< β < 5

2
the curve λ =

√
2β − 1

(= |z| = |s|) concerning the complex branches. For 1
4
< β < 1

2
there are two real, and for

1
2
< β < 1 two complex solutions with |λ| < 1. For 1 < β < 5

2
there are two complex, and

for 5
2
< β two real solutions with |λ| > 1. For β < 1

4
there is one solution with 1

2
< λ < 1

and one solution with λ < −1.

In the two cases, where (1) belongs to the type (1, 1), we have elementary solutions of the
form

xn = exp{azn + bsn} , (10)

which visualize Proposition 2, and which can be expanded in the form (9) for all a, b and
all n. The first case is β = 0 with z = −1

2
+

√
5

2
, s = −1

2
−

√
5

2
and therefore |z| < 1 < |s|,

cf. [6, Chapter 3.3]. The second case is β = 1 with z = eiπ/3, s = e−iπ/3 and |z| = |s| = 1,
cf. [6, Chapter 3.2] and [3, Example 4]. Of course, this solution (10) can also be written in
the real form

xn = exp
{
c cos

nπ

3
+ d sin

nπ

3

}
with arbitrary real parameters c, d.

In some of the excluded cases with zks` = 1 for some integers k, `, there also exist solutions
of the form (9), however, with polynomial coefficients, cf. [2].
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Example 2 Let us come back to Example 1 with β = 1
4
, but concerning the second solution

λ = −1 of (5). In this case equation (1) should be expected to have a 2-periodic solution,
however, it turns out that such a solution must be the constant xn = 1.

Hence, we expect that (1) has a solution of the form

xn = 1 + un + (−1)nvn (11)

with functions un, vn tending to zero as n→∞. In order to find the asymptotic behaviour
of these functions, we use the heuristic method from [1], assuming n = t as a continuous
variable, replacing un+k according to Taylor approximately by u + ku′, assuming that u′ =

o(u), and proceeding analogously with vn. Then (1) can be replaced approximately by

(1 + u+ u′ − (−1)n(v + v′))(4 + 4u− u′ + (−1)n(2v + v′)) = 4 + 4u− 3u′ + (−1)n(3v′ − 2v) .

Comparing coefficients of (−1)n we obtain

6u′ + 4u+ 4u2 + 3uu′ − u′2 − 2v2 − 3vv′ − v′2 = 0 ,

−6v′ − 2uv − 3uv′ + 3vu′ + 2u′v′ = 0 .

Cancelling all terms of smaller order and dividing by 2, these equations reduce to

2u = v2 ,

−3v′ = uv .

Integration yields

u =
3

2t
, v = ±

√
3

t
, (12)

disregarding the constant of integration. A further analysis shows that we can expect an
improvement of (11) with (12) (taking the sign +) in the form

xn = 1 +
3

2n
+ (a lnn+ b)

1

n2
+ (−1)n

(√
3

n
+ (c lnn+ d)

1√
n3

)
(13)

up to smaller terms as n→∞. By means of the DERIVE system we find

a = −3

8
, b =

√
3d− 9

8
, c = −

√
3

8
, (14)

where d is an arbitrary constant, cf. [7, Remark 1], and

xn+1 −
xn + 3xn−1

3xn + xn−1

∼ − 3

32

ln2 n

n3
.
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Conjecture 1 There exists a solution xn of (1) such that the expansion (13) with (14)
is valid up to o

(
1
n2

)
.

However, similarly as in [8, Conjecture 1] we cannot prove it. Obviously, a solution xn having
the finite asymptotic expansion (13) as n→∞ is oscillating about the equilibrium 1. From
(13) it follows that 1

xn
has the asymptotic expansion (13) with −

√
3, −d instead of

√
3, d

and that

xn = exp

{
(−1)n

(√
3

n
− 1

8

(√
3 lnn− 8d+ 4

√
3
) 1√

n3

+
3

80

(
5
√

3 lnn− 40d+ 18
√

3
) 1√

n5

)}

both up to smaller terms as n → ∞, where the argument of the exponential function is an
odd function of

√
n.

Asymptotically 3-periodic solutions. Since 2-periodic solutions were already investi-
gated in [6, Section 6.9.1], we ask for 3-periodic solutions. It can easily be seen that

. . . ,−1,−1, 1,−1,−1, 1, . . . (15)

is such a solution of (1) for all considered coefficients.

In connection with (15) it makes sense to ask for asymptotically 3-periodic solutions of the
form

x3n−1 = −1 + aλn

x3n = −1 + bλn

x3n+1 = 1 + cλn

 (16)

up to O(λ2n), cf. [1, Section 5]. Substituting (16) into (1) we find

(1 + cλn)(γ(−1 + bλn) + β(−1 + aλn)) = β(−1 + bλn) + γ(−1 + aλn)

(−1 + aλn+1)(γ(1 + cλn) + β(−1 + bλn)) = β(1 + cλn) + γ(−1 + bλn)

(−1 + bλn+1)(γ(−1 + aλn+1) + β(1 + cλn)) = β(−1 + cλn+1) + γ(1 + cλn)

again up to O(λ2n), and, comparing the coefficients of λn, it follows

δa − δb − c = 0

δλa + b + c = 0

λa − δλb + c = 0

 (17)
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using the notation δ = β − γ = 2β − 1 according to (2). The homogeneous system (17) has
a non-trivial solution, if its determinant∣∣∣∣∣∣∣

δ −δ −1

δλ 1 1

λ −δλ 1

∣∣∣∣∣∣∣ = δ2λ2 + (2δ2 − δ + 1)λ+ δ

vanishes, i.e. with the notation η = 1
δ
, if

λ2 + (2− η + η2)λ+ η = 0 . (18)

If the condition (18) is satisfied, then (17) has the solution

b =
1 + λ

1− η
a , c =

η + λ

η(η − 1)
a (19)

with arbitrary a.

0.5

−0.5

−1.0

−1.5

−2.0

−2.5

−3.0

−3.5

0.5 1.0 1.5 2.0 2.5−0.5−1.0−1.5 η

λ

Figure 2: The curve (18) , and the straight line λ = −1

Figure 2 of the curve (18) shows that for all η 6= 1, i.e. β 6= 1, there exists one solution of (18)
with |λ| < 1, and another one with λ < −1. Since for all finite β it is η 6= 0, it follows that
always λ 6= 0. We expect that for β 6= 1 there are two solutions of (1) with the asymptotic
behaviour (16) for n→∞ in case of |λ| < 1 resp. for n→ −∞ in case of |λ| > 1, and with
regard to (4) we make the

Conjecture 2 For β 6= 1 there exist two solutions of (1) such that x3n−1, x3n, x3n+1

can be expanded into power series in λn with the first terms (16) and an arbitrary a. The
other parameters are determined by (18), (19) and η = 1

2β−1
.
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Conjecture 2 comes true in the case β = 0, where η = −1. Namely, denoting the 3-periodic
solution (15) by εn, then (1) has besides of (10) also the solution εnxn, cf. [4, Setion 4.2] as
well as [5, p. 175], and the two solutions of (18) are z3 and s3 with z and s from (10).

Let us remark that the curve (18) attains its maximum λ = 1
4

at η = −3
2
, where b = a

2
,

c = −a
3

and β = 1
6
.

Three initial values. Let xn be a solution of Equation (1) for non-negative integers n. In
order to continue this solution to negative n, it is appropriate to write (1) in the form

xn−1 = xn
γxn+1 − β

γ − βxn+1

, (20)

which is singular for xn+1 = γ
β
. In the case that the initial values (x−1, x0) are neither

(
0, γ

β

)
nor

(
∞, β

γ

)
, the value x−2 is uniquely determined by means of (20). Otherwise, this value

x−2 remains indetermined and can be prescribed arbitrarily, disregarding the countably many
cases where the continuation by means of (20) satisfies xn−1 ∈ {0,∞} for some negative n.
In particular, we have to avoid the case x−2 = x−1 in order to avoid the (shifted) forbidden
set.

Analogously, if the initial values (x−1, x0) are given in such a way that for a negative integer
m the pair (xm−1, xm) is either

(
0, γ

β

)
or
(
∞, β

γ

)
, then we can choose xm−2 as a third

arbitrary initial value subject to an analogous restriction as before.
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Lothar Berg

Nonlinear Difference Equations
with Periodic Solutions

ABSTRACT. For ten nonlinear difference equations with only p-periodic solutions it is
shown that the characteristic polynomials of the corresponding linearized equations about
the equilibria have only zeros which are p-th roots of unity. An analogous result is shown
concerning two systems of such equations. Five counterexamples show that the reverse is not
true. Some remarks are made concerning equations with asymptotically p-periodic solutions.

KEY WORDS. Nonlinear difference equations, systems of such equations, p-periodic solu-
tions, asymptotically p-periodic solutions

In their new book [5] the authors E.A. Grove and G. Ladas present a series of examples of
nonlinear difference equations

xn+1 = f(xn, xn−1, . . . , xn−k) , (1)

with fixed k ∈ N0 and variable n ∈ N0, such that all solutions are periodic with the same
(not necessarily prime) period p. On p. 25 they put the following two questions:

“What is it that makes every solution of a difference equation periodic with the same period?”

“Is there an easily verifiable test that we can apply to determine whether or not this is true?”

We deal with these questions under the following conditions:

(i) Assume that f : Gk+1 7→ G for some non-empty complex open set G, and let (1) have
an equilibrium x ∈ G defined by

x = f(x, x, . . . , x) . (2)

(ii) Assume that f(u0, u1, . . . , uk) is holomorphic in some neighbourhood of (x, x, . . . , x).

Then there exists the linearized equation of (1) about the equilibrium x

zn+1 = f0zn + f1zn−1 + · · ·+ fkzn−k (3)
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with
fj =

∂f

∂uj
(x, x, . . . , x)

and with the corresponding characteristic polynomial

λk+1 − f0λ
k − · · · − fk−1λ− fk . (4)

We call a solution admissible if the initial values belong to G.

Conjecture If all admissible solutions of the difference equation (1) are p-periodic, and
if the conditions (i)-(ii) are satisfied concerning all equilibria x ∈ G then:

(iii) All zeros λ of (4) are simple p-th roots of unity ( simple means that all zeros have
multiplicity 1).

Note that the book [5] contains also examples (1) with only periodic solutions, where f is
not differentiable at the positive equilibrium. Such examples contain the maximum function,
cf. [5, p. 27] or the function | · |. We cannot prove this conjecture, but we check assertion
(iii) for eight examples of [5] and two further ones, all with periodic solutions only, and we
give five counterexamples with nonperiodic solutions, where (iii) is fulfilled nevertheless. In
particular, we discuss the case λ = 1 in (iii). It follows an analogous check concerning two
systems of [6], and we make some remarks concerning equations with asymptotically periodic
solutions.

Single equations. We begin the following seven cases of [5, Section 2.2]:

(1) x (4) p

xn+1 =
1

xn
±1 λ+ 1 2

xn+1 =
1

xnxn−1

3
√

1 λ2 + λ+ 1 3

xn+1 =
1

xn−1

±1 λ2 + 1 4

xn+1 =
1 + xn
xn−1

1

2
(1±

√
5) λ2 − 1

x
λ+ 1 5

xn+1 =
xn
xn−1

1 λ2 − λ+ 1 6

xn+1 =
1 + xn + xn−1

xn−2

1±
√

2 λ3 − 1

x
(λ2 + λ) + 1 8

xn+1 =
xnxn−2

xn−1xn−3

1 λ4 − λ3 + λ2 − λ+ 1 10
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Here, the validity of assertion (iii) follows immediately from

λ2 − 1 = (λ+ 1)(λ− 1)

λ3 − 1 = (λ2 + λ+ 1)(λ− 1)

λ4 − 1 = (λ2 + 1)(λ2 − 1)

λ5 − 1 =

(
λ2 − 1

x
λ+ 1

)
(λ2 + xλ+ 1)(λ− 1)

λ6 − 1 = (λ2 − λ+ 1)(λ2 + λ+ 1)(λ2 − 1)

λ8 − 1 =

(
λ3 − 1

x
(λ2 + λ) + 1

)(
λ3 +

1

x
(λ2 − λ)− 1

)
(λ2 + 1)

λ10 − 1 = (λ4 − λ3 + λ2 − λ+ 1)(λ4 + λ3 + λ2 + λ+ 1)(λ2 − 1) .

This assertion also comes true for the equation [5, (2.66)]

xn+1 =
xn + xn−1 + · · ·+ xn−k
xnxn−1 . . . xn−k − 1

(5)

with k + 1 equilibria x = (k + 2)
1

k+1 , the further equilibrium x = 0, the characteristic
polynomial λk+1 +λk+ · · ·+1, which is a factor of λk+2−1, and the period p = k+2. But it
does not come true for equation [5, (2.26)] xn+1 = |xn|−xn−1 with only 9-periodic solutions,
since its equilibrium is x = 0 and the corresponding linearized equation does not exist.

A funny example for an equation with only 3-periodic solutions is

xn+1 =
5(xn + xn−1)− 4xnxn−1 − 3

4(xn + xn−1)− 5
(6)

with the unique equilibrium x = 1 and the corresponding characteristic polynomial λ2+λ+1.

Recall that a p-periodic sequence xn can be represented as discrete Fourier series

xn =

p−1∑
m=0

bmz
nm (7)

with z = exp

{
2πi

p

}
and the inversion

bm =
1

p

p−1∑
k=0

xkz
−mk

where we want to point out that the last formula with p = 5 was misprinted in [1, p. 1073].

Counterexamples. Next we show by means of two symmetric examples with nonperiodic
solutions that nevertheless assertion (iii) comes true at least for one equilibrium. Here we
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call an equation symmetric, if it is uniquely solvable with respect to xn−k, and if this solution
reads

xn−k = f(xn−k+1, . . . , xn, xn+1)

with the same function f as before. It can easily be proved:

Lemma 1 If equation (1) is symmetric and all solutions of it are p-periodic with p ≥
k+ 3, then the solutions xn with equal initial values x0 = x−1 = · · · = x−k have the property

xj = xp−k−j (j = 1, . . . , p− k − 1) . (8)

A third example with nonperiodic solutions concerns the case where (iii) is satisfied com-
pletely.

As first example we choose the symmetric equation

xn+1xn−1 = 2(1−
√

2) + 2xn (9)

with the equilibria x1 =
√

2, x2 = 2−
√

2. The linearized equation

x(xn+1 + xn−1)− 2xn = 0

has the characteristic polynomial

λ2 − 2

x
λ+ 1 , (10)

and for the first equilibrium its zeros are simple 8th roots of unity in view of

λ8 − 1 = (λ2 −
√

2x+ 1)(λ2 +
√

2x+ 1)(λ4 − 1) .

For the initial values x−1 = x0 = 1 (cf. [5, p. 26]) we find

x1 = 4− 2
√

2 , x2 = 10− 6
√

2 , x3 = 4− 3

2

√
2 , x4 =

1

14
(20 + 5

√
2) ,

so that x3 6= x4, i.e. (8) with j = 3, p = 8, k = 1 is not fulfilled. According to Lemma 1
Equation (9) cannot have only 8-periodic solutions. Here, the zeros of (10) concerning the

second equilibrium are λ = 1 + 1
2

√
2±

√
1
2

+
√

2, and these real numbers cannot be roots of
unity.

As second example we choose

xn+1xn−1 = 2− xn (11)

with the equilibria x1 = 1 and x2 = −2. The linearized equation

x(xn+1 + xn−1) + xn = 0
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has the characteristic polynomial

λ2 +
1

x
λ+ 1 , (12)

and for the first equilibrium its zeros are simple third roots of unity. For the initial values
x−1 = x0 = 3 we find x1 = −1

3
, x2 = 7

9
, so that this solution is not 3-periodic. Here,

the zeros of (12) concerning the second equilibrium are λ = 1
4
(1 ± i

√
15), and according to

λ3 = − 1
32

(22± 6i
√

15) no third roots of unity.

The third example reads

xn+1 = 3− 1

2

(
3xn +

x2
n−1

xn

)
(13)

with the single equilibrium x = 1 and the single characteristic polynomial (12). For the
initial values x−1 = x0 = 2 we find x1 = −1, x2 = 13

2
, so that this solution is not 3-periodic.

The case λ = 1. In the foregoing examples all zeros of (4) are different from 1. But the
case λ = 1 is likewise possible. By differentiation of (2) with respect to x we easily see:

Lemma 2 Let (2) be satisfied for all x ∈ G, and let (ii) be satisfied in G. Then the
characteristic polynomial (4) has the zero λ = 1.

This case can appear by linear homogeneous difference equations with constant coefficients.
A nonlinear example is

xn+1 =
xnxn−2

xn−1

(14)

with arbitrary x, the single characteristic polynomial λ3− λ2 + λ− 1 = (λ− 1)(λ2 + 1), and
the 4-periodic solutions

a, b, c,
ac

b
, a, . . .

with arbitrary nonvanishing constants a, b, c.

A fourth counterexample is

xn+1 =
1

2

(
xn +

x2
n−1

xn

)
(15)

with arbitrary x, the single characteristic polynomial λ2 − 1 with the roots ±1, but x2 = x0

if and only if x0 = x1. Hence, disregarding the constant solutions, no further solution is
2-periodic.

As last counterexample we consider the equation

xnxn−k = 2xn − 1 (16)
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with k ∈ N, the single equilibrium x = 1, the linearized equation

xn = xn−k ,

and the single characteristic polynomial λk − 1. All zeros are simple k-th roots of unity,
but the solutions of (16) are not k-periodic (disregarding xn = 1). In this case the first
hypothesis of Lemma 2 is not fulfilled.

Systems of equations. The foregoing conjecture can also be transferred to systems of
nonlinear difference equations. We shall show this for the two systems from [6]

x
(m)
n+2 x

(m+2)
n = 1 + x

(m+1)
n+1 (17)

and

x
(m)
n+3 x

(m+3)
n = 1 + x

(m+2)
n+1 + x

(m+1)
n+2 (18)

with variable m,n ∈ Z, where the solutions in both cases shall be k-periodic in m with a
fixed k ∈ N. For k = 1 the systems reduce to special cases from before.

In [6] it was proved: Every admissible solution of (17) is p-periodic with p = 5k when 5 - k
and p = k else. Every admissible solution of (18) is p-periodic with p = 8q when k = 2jq

(0 ≤ j ≤ 2), 2 - q and p = k else.

In both cases we shall show that every zero of the corresponding characteristic polynomials
about the common equilibria is a p-th root of unity.

We begin with (17). The common equilibria are the solutions of

x2 = 1 + x . (19)

Fixing one of it, the corresponding linearized system reads

x
(
x

(m)
n+2 + x(m+2)

n

)
= x

(m+1)
n+1 ,

where as before x(m)
n is k-periodic in m. With the ansatz x(m)

n = ξmλ
n we get the cyclic

system
xλ2ξm − λξm+1 + xξm+2 = 0

with k-periodic ξm. The matrix is the circulant matrix

Circ (xλ2,−λ, x, 0, . . . , 0)

where the eigenvalues are the discrete Fourier transform (7) of the first line

xλ2 − λεm + xε2m , (20)
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m = 0, . . . , k − 1, with ε = exp

{
2πi

k

}
, cf. [4]. The characteristic polynomial is the deter-

minant of the circulant matrix, and its zeros are the zeros of (20), i.e. the solutions of

xλ2 = λεm − xε2m .

From this it follows by means of (19) that

xλ4 = −λxε3m + ε4m

and λ5 = ε5m, i.e. λ5q = 1 and therefore p = 5q when either k = q and 5 - q or when k = 5q

with an integer q. The result is independent of the chosen equilibrium.

In the case (18) the common equilibria are the solutions of

x2 = 1 + 2x . (21)

Fixing one of it, the corresponding linearized system reads

x
(
x

(m)
n+3 + x(m+3)

n

)
= x

(m+2)
n+1 + x

(m+1)
n+2 ,

and the ansatz x(m)
n = ξmλ

n with k-periodic ξm yields the cyclic system

xλ3ξm − λ2ξm+1 − λξm+2 + xξm+3 = 0

with the circulant matrix
Circ (xλ3,−λ2,−λ, x, 0, . . . , 0) .

Again, the eigenvalues must vanish, so that

xλ3 − λ2εm − λε2m + xε3m = 0 , (22)

m = 0, . . . , k − 1, with the same ε as before. The left-hand side of (22) can be factorized as

(x(λ2 − λεm + ε2m)− λεm)(λ+ εm) ,

so that one solution of (22) is λ = −εm. For the zeros of the other factor it follows by means
of (21) that λ4 = −ε4m, hence in both cases λ8 = ε8m. This implies λ8q = 1 and therefore
p = 8q, when either k = 2jq (0 ≤ j ≤ 2) and q odd or when k = 8q with an integer q. The
result is independent of the chosen equilibrium.

Asymptotically periodic solutions. In [5, p. 61] there is contained a further question:
“What is it that makes all the solutions of a difference equation be eventually periodic with
the same period? ”
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Under the assumptions (i) and (ii) the last assertion comes true, if some (but not all) zeros
of the characteristic polynomial (4) about an equilibrium are simple p-th roots of unity, all
other zeros λi satisfy 0 < |λi| < 1, and if the general solution of (1) can be represented
in the form (7), where the coefficients are convergent power series in λni for large n (with
polynomial coefficients in case of need), cf. the special cases in [1, (7.12)] and [2, Propositions
3.3 and 3.4]. But the situation can be more complicated, cf. [3, Example 2], in particular in
the case λ = 1 for one zero of (4), cf. [1, (1.7)], i.e. [5, (5.2) with α = β = 0 and γ = A = 1].
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Stevo Stević

A Note on Periodic Character of a Higher Order Dif-
ference Equation

ABSTRACT. In this note we prove that every positive solution of the difference equation

xn = 1 +
xn−k
xn−m

, n = 0, 1, . . .

where k,m ∈ N are so that k < m, and 2m = k(L + 1) for some L ∈ N, converges to
a k-periodic solution. A similar result is proved for a corresponding symmetric system
of difference equations. We also consider the systems of difference equations whose all
solutions are periodic with the same period. It is generalized and solved Open Problem
2.9.1 in M. R. S. Kulenović and G. Ladas, Dynamics of Second Order Rational Difference
Equations. With open problems and conjectures. Chapman and Hall/CRC, 2002.

KEY WORDS. k-periodic solution, difference equation, positive solution, system of differ-
ence equations

1 Introduction

In this note we study the difference equation

xn = 1 +
xn−k
xn−m

, n = 0, 1, . . . (1)

where k,m ∈ N are so that k < m, and 2m = k(L+1) for some L ∈ N and initial conditions
x−m, . . . , x−2, x−1 are positive real numbers.

In [5, Theorem 4.1] was proved that every positive solution of the difference equation xn =

1 + xn−2

xn−3
converges to a period two solution. This motivated us to generalize the result in

[10]. In [6] we prove the following result:

Theorem A Let I be an open interval of the real line, ϕ : Ik → I be a continu-
ous function which is nondecreasing in each variable and increasing in the first one and
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ϕ(x, x, . . . , x) ≤ x, for every x ∈ I. If (an) is a bounded sequence which satisfies the inequal-
ity

an+k ≤ ϕ(an+k−1, an+k−2, . . . , an) for n ∈ N ∪ {0} ,

then it converges.

Other useful globally convergence results can be found, for example, in [7, 8].

It is easy to prove that every positive solution of Eq. (1) is bounded, moreover, in [9] we
prove that if p ≥ 1 and m, k ∈ N, then every positive solution of the difference equation

xn = p+
xn−k
xn−m

, (2)

is bounded. By a slight modification of the proof of Theorem 3 in [10] it follows that if p > 1,

then every positive solution of Eq. (2) converges, see, also [9]. Unlike the case p > 1, Theorem
4.1 in [5] shows that positive solutions of equation xn = 1 + xn−2

xn−3
need not converge. Hence,

Eq. (2) is more interesting in the case p = 1. The case p ∈ (0, 1) was considered in paper
[3]. Our aim is to generalize the main results in [2], [5] and [10]. In Section 2 we generalize
the main result in [10] developing the main idea from the same paper. In Section 3 we show
that the main result in [2] is an easy consequence of known results, also a generalization
of the result is given. Section 4 is devoted to the systems of difference equations which all
solutions are periodic with the same period. In the section we generalize and solve Open
Problem 2.9.1 from [4].

2 Asymptotic periodicity of solutions of Eq. (1)

In this section we consider the positive solutions of Eq. (1). We prove the following result:

Theorem 1 Let k,m ∈ N be such that k < m and 2m = k(L+1) for some L ∈ N. Then
every positive solution of Eq. (1) converges to a not necessarily prime k-periodic solution
of Eq. (1). If L is odd, then every positive solution of Eq. (1) converges to the equilibrium
x∗ = 2.
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Proof: We have

xn = 1 +
xn−k

1 +
xn−m−k
xn−2m

= 1 +
xn−k

1 +
1

xn−2m

(
1 +

xn−m−2k

xn−2m−k

)
= 1 +

xn−k

1 +
1

xn−2m

+
1

xn−2mxn−2m−k

(
1 +

xn−m−3k

xn−2m−2k

)
= · · ·

= 1 +
xn−k

1 +
l−2∑
i=0

i∏
j=0

1

xn−2m−jk
+

xn−m−lk
l−1∏
j=0

xn−2m−jk

, (3)

for every n ≥ lk +m− k.

Let l, t ∈ N are chosen such that t < l and l − t = L. Since 2m = k(L+ 1) we have that

[n−m− lk] +m− k = n− 2m− tk . (4)

For such chosen l and t it follows from (1) that

xn−m−lk
xn−2m−tk

=
1

xn−2m−(t−1)k − 1
, for n ≥ lk . (5)

From (3) and (5) it follows that

xn = 1 +
xn−k

1 +
l−2∑
i=0

i∏
j=0

1

xn−2m−jk
+

(xn−2m−(t−1)k − 1)−1

l−1∏
j=0,j 6=t

xn−2m−jk

,

that is

xn = 1 +
xn−k

1 +
l−2∑
i=0

i∏
j=0

1

xn−k(L+1+j)

+
(xn−k(L+t) − 1)−1

l−1∏
j=0,j 6=t

xn−k(L+1+j)

, (6)

Using the changes y(i)
m = xkm+i, i = 0, 1, . . . , k − 1, Eq. (6) separates into the following k

equations

y(i)
m = 1 +

y
(i)
m−1

1 +
l−2∑
i=0

i∏
j=0

1

y
(i)
m−(L+1+j)

+
1(

y
(i)
m−(L+t) − 1

) 1
l−1∏

j=0,j 6=t
y

(i)
m−(L+1+j)

, (7)
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i = 0, 1, . . . , k − 1.

Eq. (7) can be written in the following form

y(i)
m = F

(
y

(i)
m−1, . . . , y

(i)
m−(L+l)

)
, i = 0, 1, . . . , k − 1 .

Since

F (x, . . . , x) = 1 +
x

l−1∑
i=0

1

xi
+

1

xl−1(x− 1)

= x, for 0 6= x 6= 1 ,

and since F is nondecreasing in each variable and increasing in the first one, we see that all
conditions in Theorem A are satisfied on the interval (1,∞), which implies that the sequence
y

(i)
m , that is, xkm+i converges to y∗i , for each i = 0, 1, . . . , k − 1. It is clear that (y∗0, . . . , y

∗
k−1)

is a k-cycle of Eq. (1), from which the first statement follows.

Assume now that L is odd. Then L = 2s + 1 for some s ∈ N ∪ {0}. Hence Eq. (1) can be
written as follows

xn = 1 +
xn−k

xn−(s+1)k

. (8)

Using the changes y(i)
m = xkm+i, i = 0, 1, . . . , k−1, Eq. (8) can be separated into the following

k equations

y(i)
m = 1 +

y
(i)
m−1

y
(i)
m−(s+1)

, i ∈ {0, 1, . . . , k − 1} . (9)

Each of equations in (9) is a special case of Eq. (1) with k = 1, m = s+ 1 and L = 2m− 1.

According to the first part of the theorem it follows that every positive solution of each of
equations in (9) converges to a periodic solution of period one, that is, to y∗ = 2, from which
it follows that every positive solution of Eq. (1) in this case, converges to the equilibrium
x∗ = 2, as desired. 2

For k = 1 we obtain the following global stability result.

Corollary 1 Let m ∈ N. Then every positive solution of the difference equation

xn = 1 +
xn−1

xn−m
, n = 0, 1, . . .

converges to the positive equilibrium x∗ = 2.



A Note on Periodic Character of a Higher Order Difference Equation 25

3 A symmetric system of difference equations

In this section we consider the following symmetric system of difference equations

xn = 1 +
xn−k
yn−m

and yn = 1 +
yn−k
xn−m

, n = 0, 1, . . . , (10)

which corresponds to Eq. (1). A little surprising fact is that the method in Theorem 1 can
be used also in studying of system (10). As a by-product we obtain a very short proof of the
main result in [2]. The main result in this section is the following:

Theorem 2 Let k,m ∈ N be such that k < m and 2m = k(L + 1) for some L ∈ N.

Then every positive solution of system (10) converges to a k-periodic solution of the system.

Proof: We have

xn = 1 +
xn−k

1 +
yn−m−k
xn−2m

= 1 +
xn−k

1 +
1

xn−2m

(
1 +

yn−m−2k

xn−2m−k

)
= 1 +

xn−k

1 +
1

xn−2m

+
1

xn−2mxn−2m−k

(
1 +

yn−m−3k

xn−2m−2k

)
= · · ·

= 1 +
xn−k

1 +
l−2∑
i=0

i∏
j=0

1

xn−2m−jk
+

yn−m−lk
l−1∏
j=0

xn−2m−jk

, (11)

for every n ≥ lk +m− k.

Let l, t ∈ N are chosen such that t < l and l − t = L. Since 2m = k(L+ 1) we have that

yn−m−lk
xn−2m−tk

=
1

xn−2m−(t−1)k − 1
, for n ≥ lk. (12)

From (11) and (12) it follows (6). As in the proof of Theorem 1 we have that xn converges
to a k-cycle, say (x∗0, . . . , x

∗
k−1).

Similarly, it can be proved that yn satisfies Eq. (6) and that it converges to a k-cycle, say
(y∗0, . . . , y

∗
k−1). It is easy to see that (x∗0, . . . , x

∗
k−1), (y

∗
0, . . . , y

∗
k−1), is a k-periodic solution of

system (10), from which the result follows. 2



26 St. Stević

Remark 1 Note that unlike the scalar Eq. (1) with k = 3 and m = 6, the corresponding
system

xn = 1 +
xn−3

yn−6

and yn = 1 +
yn−3

xn−6

, n = 0, 1, . . . , (13)

has prime three-periodic solutions of the form

(xn) = (a, b, c, a, b, c, . . .), (yn) =

(
a

a− 1
,

b

b− 1
,

c

c− 1
, . . .

)
.

4 Periodic solutions of Eq. (1)

In this section we find a subclass of Eq. (1) which have periodic solutions. Before we formulate
and prove the main result of this section say that GCD(m, k) denotes the greatest common
divisor of integers m and k.

Theorem 3 Let m = 2im1 where m1 is odd, and 2i+1 | k. Then Eq. (1) has infinitely
many periodic solutions with period 2GCD(m, k).

Proof: . First note that k = 2i+1k1, for some k1 ∈ N. Then m and k can be written in the
following forms

m = 2iGCD(m1, k1)m2 = GCD(m, k)m2

and
k = 2i+1GCD(m1, k1)k2 = 2GCD(m, k)k2 .

Hence Eq. (1) can be written

xn = 1 +
xn−2GCD(m,k)k2

xn−GCD(m,k)m2

. (14)

Since every natural number n can be written in the following form n+ 1 = GCD(m, k)l+ r,

where l ∈ N ∪ {0} and r = 0, 1, . . . , GCD(m, k) − 1, it follows that Eq. (14) is separated
into GCD(m, k) independent equations of the form

x
(i)
l = 1 +

x
(i)
l−2k2

x
(i)
l−m2

, (15)

i ∈ {0, 1, . . . , GCD(m, k)− 1}.

Now note that m2 is odd. This means that the numbers l and l− 2k2 have the same parity,
but l −m2 has different one. Hence, each equation in (15) has a 2-periodic solution

φ, ψ, . . . , φ, ψ, . . .
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with
φ = 1 +

φ

ψ
and ψ = 1 +

ψ

φ
,

which is equivalent to φ+ ψ = ψφ. It means that each equation in (15) has infinitely many
periodic solutions with period two of the form

φ,
φ

φ− 1
, . . . , φ,

φ

φ− 1
, . . . .

From all above mentioned the result follows, that is, Eq. (1) has infinitely many periodic
solutions with period 2GCD(m, k). 2

For the readers interested in this topic we leave the following interesting open problem:

Open Problem 1 Investigate the behavior of the positive solutions of system (10) when
k,m ∈ N are so that k 6= m, and 2m 6= k(L+ 1) for every L ∈ N.

In view of Theorem 1 and Theorem 3 we also believe that the following conjecture holds:

Conjecture 1 Assume that k,m ∈ N such that k < m and 2i is the largest power of 2

which divides m. Show that the following statements are true:

(a) If 2i+1 6 | k, then every positive solution of Eq. (1) converges to the equilibrium x∗ = 2.

(b) If 2i+1| k, then every positive solution of Eq. (1) converges to a 2GCD(m, k)-periodic
solution.

5 On systems which have only periodic solutions

In [4, p. 43] the authors claim that for a linear equation, every solution is periodic with
period p ≥ 2, if and only if every root of the characteristic equation is a pth root of unity.
However, this is only true if we add the condition that all these roots are simple and the
equation is homogeneous, or the right-hand side constant and no resonance case. Motivated
by this observation they posed the following open problem.

Open Problem 2.9.1 Assume that f ∈ C1[(0,∞)2, (0,∞)] is such that every positive
solution of the equation

xn+1 = f(xn, xn−1), n = 0, 1, . . . (16)

is periodic with period p ≥ 2.

Is it true that the linearized equation about a positive equilibrium of Eq. (16) has the property
that every one of its solutions is also periodic with the same period p?



28 St. Stević

In [1] L. Berg shows that for ten nonlinear difference equations, whose all solutions are
periodic with the same period p, all solutions of the corresponding linearized equations are
periodic with the same period. This Berg’s paper motivated us to believe that not only
Open Problem 2.9.1 is true but that a more general result holds.

In order to solve Open Problem 2.9.1 we need a useful result contained in the following
lemma. Before formulating it we say that for a mapping f : X → X, (f [p])p∈N∪{0} denotes
the sequence of iterates of f, that is, f [0] = I, the identity function on X, f [1] = f and
generally f [p+1] = f ◦ f [p] for any p ∈ N.

Lemma 1 Let I ⊂ R be an interval. Consider the system of difference equations

~xn+1 = f(~xn) , (17)

where f ∈ C1[Ik, Ik], and x∗ is an equilibrium of Eq. (17). If all solutions of Eq. (17) are
periodic with period p, then Jacobi’s matrix Df(x∗) is diagonalizable and all its eigenvalues
are pth roots of unity (here Df denotes Jacobi’s matrix of the function f).

Proof: Since all solutions of Eq. (17) are periodic with period p, then we have

~xp = f [p](~x0) = ~x0 , (18)

for every ~x0 ∈ Ik. Differentiating (18) we have that

D(f [p](~x)) = D~x = Id , (19)

for every ~x ∈ Ik, where Id denotes the identity operator on Rn.

Now note that every stationary point x∗ of system (17) is a fixed point of the equation
f(~x) = ~x.

Using this fact, chain rule and taking ~x = x∗ in (19), we have that

[Df(x∗)]p = Id , (20)

that is, pth power of Jacobi’s matrix [Df(x∗)] is equal to Id. Using Jordan’s decomposition
of the matrix and (20), it follows that the matrix [Df(x∗)] is diagonalizable and that all
roots of the characteristic polynomial of the matrix are pth roots of unity, as desired. 2

Notice that the linearized system of (17) at x∗ is

~yn+1 = [Df(x∗)]~yn.

From all above mentioned it follows that the characteristic polynomial of the matrix in the
corresponding linearized equation about an equilibrium has only zeros which are pth roots
of unity.

As a corollary of Lemma 1 we obtain the next result which among other things solves Open
Problem 2.9.1.
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Corollary 2 Let I ⊂ R be an interval. Consider the difference equation

xn+1 = f(xn, . . . , xn−k+1) , (21)

where f ∈ C1[Ik, I], and x∗ is an equilibrium of Eq. (21). If all solutions of Eq. (21)
are periodic with period p, then the zeros of the characteristic polynomial of the linearized
equation

yn+1 =
∂f

∂x1

(x∗)yn + · · ·+ ∂f

∂xk
(x∗)yn−k+1 (22)

about the equilibrium x∗ of Eq. (21) are simple pth roots of unity and consequently all solutions
of Eq. (22) are periodic with period p.

Proof: By standard transformation Eq. (21) can be written as a k× k system of difference
equations of first order. The corresponding linearized system have the following matrix

0 1 0 · · · 0

0 0 1 · · · 0
...

...
... · · · ...

0 0 0 · · · 1
∂f

∂xk
(x∗)

∂f

∂xk−1

(x∗) · · · · ∂f

∂x1

(x∗)


. (23)

By Lemma 1 the characteristic polynomial

λk − ∂f

∂x1

(x∗)λk−1 − · · · − ∂f

∂xk
(x∗) = 0 (24)

of the system has only zeros which are pth roots of unity.

By a well known result (see [11, No. 9.67 point 4]) if the polynomial (24) has multiple zeros,
then matrix (23) cannot be diagonalizable. By Lemma 1 matrix (23) is diagonalizable, which
is a contradiction. Hence all zeros of polynomials (24) are simple pth roots of unity, which
implies that all solutions of Eq. (22) are periodic with period p, as claimed. 2
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The Compactons and Generalized Kink Waves to a
generalized CAMASSA-Holm Equation2

ABSTRACT. In this paper, the bifurcation method of planar systems and simulation
method of differential equations are employed to investigate the bounded travelling waves
of a generalized Camassa-Holm equation. The bounded travelling waves defined on finite
core regions are found and their integral or implicit expressions are obtained. Their planar
simulation graphs show that they possess the properties of compactons or generalized kink
waves.

KEY WORDS. Camassa-Holm equation; compactons; generalized kink waves.

1 Introduction

In recent years the so-called Camassa-Holm [1] equation has caught a great deal of attention.
It is a nonlinear dispersive wave equation that takes the form

ut + 2kux − uxxt + 3uux = 2uxuxx + uuxxx . (1.1)

When k > 0 this equation models the propagation of unidirectional shallow water waves on
a flat bottom, and u(t, x) represents the fluid velocity at time t in the horizontal direction
x [1,2]. The Camassa-Holm equation possesses a bi-Hamiltonian structure [1,3] and is com-
pletely integrable [1,4,5]. Moreover, when k = 0 it has an infinite number of solitary wave
solutions, called peakons due to the discontinuity of their first derivatives at the wave peak,
interacting like solitons:

u(x, t) = c exp(−|x− ct|) . (1.2)

1Corresponding author: E-mail address: xieshlong@163.com
2This research was supported by Natural Science Foundation of China (10261008).



32 S. Xie; W. Rui; X. Hong

Liu and Qian [6] investigated the peakons of the following generalized Camassa-Holm equa-
tion

ut + 2kux − uxxt + aumux = 2uxuxx + uuxxx . (1.3)

with a > 0, k ∈ R,m ∈ N and the integral taken as zero. In the case of m = 1, 2, 3 and k 6= 0,
they gave the explicit expressions for the peakons. The concept of compacton: soliton with
compact support, or strict localization of solitary waves, appeared in the work of Rosenau
and Hyman [7] where a genuinely nonlinear dispersive equation K(n, n) defined by

ut + a(un)x + (un)xxx = 0 , (1.4)

was subjected to experimental and analytical studies. They found certain solitary wave
solutions which vanish identically outside a finite core region. These solutions have been
called compactons. Several studies have been conducted in [8]-[12]. The aim was to examine
if other nonlinear dispersive equation may generate compacton structures.

In fact, When a = 3 and m = 2, the Eq. (1.3) has another kind of bounded travelling
waves which possess some properties of kink waves. We call them generalized kink waves.
Therefore, in this paper, we shall consider the compactons and generalized kink waves of the
Eq. (1.3) when a = 3 and m = 2. In the conditions of a = 3 and m = 2, the Eq. (1.3) can
be rewritten as:

ut + 2kux − uxxt + 3u2ux = 2uxuxx + uuxxx , (1.5)

where the constant k ∈ R is given.

The rest of this paper is organized as follows. In Section 2, we firstly derive travelling
wave equation and travelling wave system. Then we study the bifurcations of phase portrait
of the travelling wave system. In Section 3, using the information of phase portrait, we
make the numerical simulation for bounded integral curves of travelling wave equation. In
Section 4, we obtain the integral representations of compactons and the implicit or integral
representations of the generalized kink waves from the bifurcations of phase portrait and the
bounded integral curves. Finally, a short conclusion is given in Section 5.

2 Travelling Waves System and its Bifurcation Phase Portrait

In this section we derive travelling wave system and study its bifurcation phase portrait.
Substituting u(x, t) = φ(ξ) with ξ = x− ct into (1.5), we have

−cφ′ + 2kφ′ + cφ′′′ + 3φ2φ′ = 2φ′φ′′ + φφ′′′ , (2.1)
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where c is the wave speed. Integrating it once gives

(φ− c)φ′′ = φ3 + (2k − c)φ− 1

2
(φ′)2 , (2.2)

where the integral constant is taken as 0. Letting φ′ = y, we obtain a planar system

dφ

dξ
= y ,

dy

dξ
=
φ3 + (2k − c)φ− 1

2
y2

φ− c
, (2.3)

which is called travelling wave system. Our aim is to study the phase portrait of system
(2.3). But system (2.3) has a singular line φ = c which is inconvenient to our study. So we
make the transformation dξ = (φ− c)dτ . Thus system (2.3) becomes Hamiltonian system

dφ

dτ
= (φ− c)y,

dy

dτ
= φ3 + (2k − c)φ− 1

2
y2 , (2.4)

Thus system (2.3) and (2.4) have the same first integral

H(φ, y) = (φ− c)y2 − 1

2
φ4 + (c− 2k)φ2 = h . (2.5)

Therefore both systems (2.3) and (2.4) have same topological phase portraits except the
straight line φ = c.

Now we consider the singular points of system (2.4) and their properties. Let

y0
± = ±

√
2(c2 − c+ 2k)c for 2(c2 − c+ 2k)c > 0 , (2.6)

φ0
± = ±

√
c− 2k for 2k < c , (2.7)

φ∗± = ±
√
−c2 + 2c− 4k for − c2 + 2c− 4k ≥ 0 , (2.8)

φ1
± = ±

√
2(c− 2k) for 2k ≤ c , (2.9)

k1(c) =
c

2
, (2.10)

k2(c) =
2c− c2

4
for 0 < c , (2.11)

k3(c) =
c− c2

2
, (2.12)

Thus, the k = ki(c) (i = 1, 2, 3) have a unique intersection point (0, 0), and

k3(c) < k2(c) < k1(c) for 0 < c , (2.13)

and

k3(c) < k1(c) for 0 < c . (2.14)

By the theory of planar dynamical system and (2.4)-(2.14), we derive the following proposi-
tion for the equilibrium points of the system (2.4):
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Proposition 2.1 1). When c < 0 and k < k3(c) or 0 < c and k3(c) < k, the (c, y0
−)

and (c, y0
+) are two singular points of the system (2.4). They are saddle points and

H(c, y0
−) = H(c, y0

+).

2). When 0 < c and k1(c) ≤ k, the system (2.4) has three singular points (0, 0), (c, y0
−) and

(c, y0
+). The (0, 0) is a center point.

3). When c = 0 and 0 ≤ k, the system (2.4) has only one singular point (0, 0) and this
point is a degenerate saddle point.

4). When c < 0 and k1(c) ≤ k, the system (2.4) has only one singular point (0, 0) and this
point is a saddle point.

5). When c < 0 and k3(c) < k < k1(c), the system (2.4) has three singular points
(0, 0), (φ0

−, 0) and (φ0
+, 0) and c < φ0

− < 0 < φ0
+. The (0, 0) is a center point, (φ0

−, 0)

and (φ0
+, 0) are saddle points and H(φ0

−, 0) = H(φ0
+, 0) .

6). When c < 0 and k = k3(c), the system (2.4) has three singular points (0, 0), (c, 0) and
(−c, 0). The (0, 0) is a center point, (c, 0) is a degenerate saddle point, (−c, 0) is a
saddle point and H(c, 0) = H(−c, 0).

7). When c < 0 and k < k3(c), the system (2.4) has five singular points (0, 0), (φ0
−, 0),

(φ0
+, 0), (c, y0

−) and (c, y0
+), and φ0

− < c < 0 < φ0
+. The (0, 0) and (φ0

−, 0) are center
points, (φ0

+, 0) is a saddle point.

8). When c = 0 and k < 0, the system (2.4) has three singular points (0, 0), (φ0
−, 0) and

(φ0
+, 0) , and φ0

− < 0 < φ0
+. The (0, 0) is a degenerate saddle point, (φ0

−, 0) is center
point and (φ0

+, 0) is a saddle point.

9). When c > 0 and k < k3(c), the system (2.4) has three singular points (0, 0), (φ0
−, 0)

and (φ0
+, 0) and φ0

− < 0 < c < φ0
+. The (0, 0) and (φ0

+, 0) are saddle points, (φ0
−, 0) is

center point.

10). When c > 0 and k = k3(c), the system (2.4) has three singular points (0, 0), (−c, 0)

and (c, 0). The (0, 0) is a saddle point, (c, 0) is a degenerate saddle point and (−c, 0)

is a center point.

11). When c > 0 and k3(c) < k < k2(c), the system (2.4) has five singular points (0, 0),
(φ0

−, 0), (φ0
+, 0), (c, y0

−) and (c, y0
+), and φ0

− < 0 < φ0
+ < c. The (0, 0) is a saddle point,

(φ0
−, 0) and (φ0

+, 0) are center points.
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12). When c > 0 and k = k2(c), the system (2.4) has five singular points (0, 0), (φ0
−, 0),

(φ0
+, 0), (c, y0

−) and (c, y0
+), and φ0

− < 0 < φ0
+ < c. The (0, 0) is a saddle point, (φ0

−, 0)

and (φ0
+, 0) are center points, and H(0, 0) = H(c, y0

−) = H(0, y0
+).

13). When c > 0 and k2(c) < k < k1(c), the system (2.4) has five singular points (0, 0),
(φ0

−, 0), (φ0
+, 0), (c, y0

−) and (c, y0
+), and φ0

− < 0 < φ0
+ < c. The (0, 0) is a saddle point,

(φ0
−, 0) and (φ0

+, 0) are center points.

Proof: It is easy to see that all of the singular points of (2.4) are only distributed on φ-axis
or the line φ = c. Firstly we consider system (2.4) on the line φ = c. From (2.6), on the line
φ = c, (2.4) has two singular points (c, y0

−) and (c, y0
+) when c < 0 and k < k3(c) or 0 < c

and k3(c) < k, has one singular point (c, 0) when k = k3(c), and has not singular point when
c < 0 and k > k3(c) or 0 < c and k3(c) > k. Assume that λ(φ, y) is an eigenvalue of the
linearized system of (2.4) at point (φ, y). Then we have

λ2(c, y0
−) = λ2(c, y0

+) = 2c(c2 − c+ 2k) > 0 , (2.15)

for c < 0 and k < k3(c) or 0 < c and k3(c) < k, and

λ2(c, 0) = 0, for k = k3(c) . (2.16)

Now we consider system (2.4) on φ-axis. Let

f(φ) = φ3 + (2k − c)φ , (2.17)

then the (φ0, 0) is singular point of system (2.4) if and only if f(φ0) = 0. It is easy to see
that we obtain the following facts:

(10) When k1(c) ≤ k, the system (2.4) has one zero point (0, 0). Thus the (0, 0) is singular
point of system (2.4) on φ-axis. From (2.7) and (2.17) we have f ′(0) > 0 and f ′(0) = 0

when k1(c) < k and k = k1(c) respectively.

(20) When k1(c) > k, the system (2.4) has three zero points (φ0
−, 0), (0, 0) and (φ0

+, 0). Thus
the (φ0

−, 0), (0, 0) and (φ0
+, 0) are singular points of system (2.4) on φ-axis. From (2.7)

and (2.17) we have f ′(φ0
−) > 0, f ′(0) < 0 and f ′(φ0

+) > 0.

On the other hand, we have

λ2(φ0
−, c) = f ′(φ0

−)(φ0
− − c) , (2.18)

λ2(0, 0) = −cf ′(0) , (2.19)

λ2(φ0
+, c) = f ′(φ0

+)(φ0
+ − c) , (2.20)
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From (2.5) and (2.15) - (2.20) the proof is completed.

According to the above analysis, we draw the bifurcation phase portrait of (2.3) and (2.4),
shown in Fig. 1.

Fig. 1 The bifurcation phase portrait of systems (2.3) and (2.4)

3 Numerical Simulations of Bounded Integral Curves of Travelling
Wave Equation

From the derivation in Sec. 2 we see that the bounded travelling waves of Eq. (1.5) correspond
to the bounded integral curves of Eq. (2.2), and the bounded integral curves of Eq. (2.2)
correspond to the orbits of systems (2.3) in which φ = φ(ξ) is bounded. Therefore we can
simulate the bounded integral curves of Eq. (2.2) by using the information of the phase
portrait of systems (2.3).

From Fig. 1 it is seen that φ = φ(ξ) is bounded in the following orbits of system (2.3):

(1). The homoclinic orbits, (2). The periodic orbits, (3). The orbits Γ1 and Γ2, (4). The
heteroclinic orbits L1

±, L2
±and L3

±.

When (i). c > 0 and k < k3(c), (ii). c < 0 and k3(c) < k < k1(c), according to the above
analysis we will simulate the bounded integral curves of Eq. (2.2) by using the mathematical
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software Maple. In the other case we can use a similar argument. We assume that (φ0, 0) is
the initial point of an orbit of system (2.3) in the following cases.

Case 1. c > 0 and k < k3(c). For this case, system (2.3) has an orbit Γ1 on which φ is
bounded when φ0 < φ1

− or 0 < φ0 < c, has a homoclinic orbit when φ0 = φ1
−, has a periodic

orbit when φ1
− < φ0 < φ0

−, two heteroclinic orbits L1
± on which φ are bounded when φ0 = 0,

has an orbit Γ2 on which is bounded when c < φ0 < φ0
+, and has two heteroclinic orbits L2

±

which lie on the left side of the line φ = φ0
+ on which φ are bounded when φ0 = φ0

+. For
example, choosing c = 2 and k = −4, we have φ1

− = −4.472135955 and φ0
± = ±3.16227766.

(i). We respectively take φ0 = −4.48,−4.472135955,−4.4721, 0.01, 3.1622 and 3.1622776,
letting φ(0) = φ0 and φ′(0) = 0, we simulate the integral curves of Eq. (2.2) as (a),
(b), (c), (f) , (g) and (h) in Fig. 2.

(ii). The two heteroclinic orbits L1
± respectively have expressions

y±1 (φ) = ±

√
φ4 + 2(2k − c)φ2

2(φ− c)
, for 0 ≤ φ < c . (3.1)

If 0 < φ0
1 < c, then from the first equation of system (2.3) we have dφ

dξ
|ξ=ξ0 = y±1 (φ0

1)

at φ = φ0
1. For example, when c = 2 and k = −4, taking φ0

1 = 0.2, we have
y±1 (φ0

1) = ±0.4709328804. Letting φ(0) = 0.2 and φ′(0) = ±0.4709328804, respec-
tively we simulate the integral curves of Eq. (2.2) as (d) and (e) in Fig. 2.

(iii). The two heteroclinic orbits L2
± respectively have expressions

y±2 (φ0
2) = ±

√
φ4 + 2(2k − c)φ2 + 2h(φ0

+)

2(φ− c)
, for c < φ ≤ φ0

+ , (3.2)

h(φ0
+) = −1

2
(φ0

+)4 + (c− 2k)(φ0
+)2 . (3.3)

If c < φ0
2 ≤ φ0

+, then from the first equation of system (2.3) we have dφ
dξ
|ξ=ξ0 = y±2 (φ0

2)

at φ = φ0
2. For example, when c = 2 and k = −4, taking φ0

2 = 3, we have y±2 (φ0
2) =

±0.7071067812. Letting φ(0) = 3 and φ′(0) = ±0.7071067812, respectively we simulate
the integral curves of Eq. (2.2) as (i) and (j) in Fig. 2.

Remark 1 Under the conditions of Case 1 the following facts can be seen from Fig.2:

(1) The integral curve is only defined on [−ξ1
0 , ξ

1
0 ] or [−ξ2

0 , ξ
2
0 ] and it is of peak form [see
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(a), (f), (g) and (h) in Fig. 2] when φ0 < φ1
− or 0 < φ0 < c or c < φ0 < φ0

+, where

ξ1
0 =

∫ c

φ0

√
2(s− c)

(s2 − φ2
0)(s

2 − α)
ds, for φ0 < φ1

− or 0 < φ0 < c , (3.4)

ξ2
0 =

∫ φ0

c

√
2(s− c)

(s2 − φ2
0)(s

2 − α)
ds, for c < φ0 < φ+

0 , (3.5)

α = −φ2
0 − 4k + 2c . (3.6)

The point (0, φ0) is the peak of the integral curve φ = φ(ξ) which tends to c when
|ξ| tends to ξ0, where ξ0 = ξ1

0 or ξ2
0 . Following Rosenau and Hyman [7] we call a

compacton. For example, when c = 2 and k = −4, we respectively take φ0 = 0.01 and
3.1622776, from (3.4) and (3.5) we obtain ξ1

0 = 2.417690442 and ξ2
0 = 4.1086580 which

is identical with the simulation [see Figs. 2 (f) and (h)].

(2) When φ0 = 0, Eq. (2.2) has two bounded integral curves φ1(ξ) and φ2(ξ) [see Figs. 2
(d) and (e)]. φ1(ξ) is defined on (−∞, ξ1] and tends to c when ξ tends to ξ1, to 0 when
ξ tends to −∞. φ2(ξ) is defined on [−ξ1,+∞) and tends to 0 when ξ tends to +∞ ,
to c when ξ tends to −ξ1, where

ξ1 =

∫ c

φ0
1

1

s

√
2(s− c)

s2 − 2(c− 2k)
ds, for 0 < φ0

1 < c . (3.7)

For example, for the above c = 2, k = −4, taking φ0
1 = 0.2, from (3.7) we obtain

ξ1 = 0.7904027914 which is identical with the simulation [see Figs. 2 (d) and (e)].

(3) When φ0 = φ0
+ , Eq. (2.2) has two bounded integral curves φ3(ξ) and φ4(ξ) [see Figs. 2

(i) and (j)]. φ3(ξ) is defined on [−ξ2,+∞) and tends to c when ξ tends to −ξ2, to φ0
+

when ξ tends to +∞. φ4(ξ) is defined on (−∞, ξ2] and tends to φ0
+ when ξ tends to

−∞, to c when ξ tends to ξ2, where

ξ2 =

∫ φ0
2

c

√
2(s− c)

(φ0
+ − s)(φ0

+ + s)
ds, for c < φ0

2 < φ0
+ . (3.8)

For example, for the above c = 2, k = −4, taking φ0
2 = 3, from (3.8) we obtain

ξ2 = 0.3697389765 which is identical with the simulation [see Figs. 2 (i) and (j)].
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(a) (b)

(c) (d)

(e) (f)

(g) (h)
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(i) (j)

Fig. 2 The simulation of the integral curves of Eq. (2.2) when c = 2 and k = −4.

(a) φ(0) = −4.48 and φ(0)′ = 0, (b) φ(0) = −4.472135955 and φ(0)′ = 0, (c) φ(0) = −4.4721 and
φ(0)′ = 0, (d) φ(0) = 0.2 and φ(0)′ = 0.4709328804, (e) φ(0) = 0.2 and φ(0)′ = −0.4709328804, (f)
φ(0) = 0.01 and φ(0)′ = 0, (g) φ(0) = 3.1622 and φ(0)′ = 0, (h) φ(0) = 3.1622776 and φ(0)′ = 0,
(i) φ(0) = 3 and φ(0)′ = 0.7071067812, (j) φ(0) = 3 and φ(0)′ = −0.7071067812.

Case 2. c < 0 and k3(c) < k < k1(c) . For this case, system (2.3) has an orbit Γ1 on which
φ is bounded when φ0 < c, has an orbit Γ2 on which φ is bounded when c < φ0 < φ0

− and
four heteroclinic orbits L2

± and L3
± are bounded when φ0 = φ0

−, has a periodic orbit when
φ0
− < φ0 < 0. For example, choosing c = −2 and k = −2, we have φ0

± = ±1.414213562.

(i) We respectively take φ0 = −1.4 and −1.4133, letting φ(0) = φ0 and φ′(0) = 0, the
simulation integral curves of Eq. (2.2) are (a) and (b) in Fig. 3.

(ii) The two heteroclinic orbits L3
± respectively have expressions

y±3 = ±

√
φ4 + 2(2k − c)φ2 + 2h(φ0

−)

2(φ− c)
, for φ0

− ≤ φ ≤ φ0
+ , (3.9)

where

h(φ0
−) = −1

2
(φ0

−)4 + (c− 2k)(φ0
−)2 . (3.10)

If φ0
− ≤ φ0

3 ≤ φ0
+, then from the first equation of system (2.3) we have dφ

dξ
|ξ=ξ0 = y±3 (φ0

3)

at φ = φ0
3. For example, taking φ0

3 = 0, we have y±3 (φ0
3) = ±1. Letting φ(0) = 0 and

φ′(0) = ±1 respectively, we simulate the integral curves of Eq. (2.2) as (c) and (d) in
Fig. 3.
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(iii) When φ0 = φ0
−, L2

± lie on the left side of the line φ = φ0
−, the simulation integral

curve of Eq. (2.2) is similar to Figs. 2 (i) - (j), when φ0 < c, to Fig. 2 (a) or (f), when
c < φ0 < φ0

−, to Fig. 2 (g) or (h).

Remark 2 The simulation in Fig. 3 imply that under of case 2, the integral curve φ = φ5(ξ)

and φ = φ6(ξ) are defined on (−∞,+∞), φ5(ξ) tends to φ0
− when ξ tends to −∞ or tends

to φ0
+ when ξ tends to +∞ and φ6(ξ) tends to φ0

+ when ξ tends to −∞ or tends to φ0
− when

ξ tends to +∞.

(a) (b)

(c) (d)

Fig. 3 The simulation of the integral curves of Eq. (2.2) when c = −2 and k = −2.

(a) φ(0) = −1.4 and φ′(0) = 0, (b) φ(0) = −1.4133 and φ′(0) = 0, (c) φ(0) = 0 and φ′(0) = 1, (d)
φ(0) = 0 and φ′(0) = −1.

4 The Expressions of Compactons and Generalized Kink Waves

In this section, we derive the expressions of compactons and generalized kink waves by using
the information obtained from above sections.
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4.1 Integral Expressions of Compactons

For given c and k, we give hypotheses as follows:

(H1) c < 0, k < k3(c) and φ0 satisfies φ0 < φ∗−.

(H2) c = 0, k < 0 and φ0 satisfies φ0 < φ1
−.

(H3) c > 0, k ≤ k3(c) and φ0 satisfies φ0 < φ1
− or 0 < φ0 < c.

(H4) c > 0, k3(c) < k < k2(c) and φ0 satisfies φ0 < φ1
− or 0 < φ0 < φ∗+.

(H5) c ≥ 0, k2(c) ≤ k and φ0 satisfies φ0 < −c.

(H6) c < 0, k ≥ k3(c) and φ0 satisfies φ0 < c.

(H7) c < 0, k < k3(c) and φ0 satisfies −c < φ0 < φ0
+.

(H8) c ≥ 0, k < k3(c) and φ0 satisfies c < φ0 < φ0
+.

(H9) c < 0, k ≥ k1(c) and φ0 satisfies c < φ0 < 0.

(H10) c < 0, k3(c) < k < k1(c) and φ0 satisfies c < φ0 < φ0
−.

Proposition 4.1 (i) If one of hypotheses (H1) – (H6) holds, then Eq. (1.5) has a
concave compacton u = φ(ξ) which satisfies integral equation

ξ0 − |ξ| =
∫ c

φ

√
2(s− c)

(s2 − φ2
0)(s

2 − α)
ds, for |ξ| ≤ ξ0 , (4.1)

where

ξ0 =

∫ c

φ0

√
2(s− c)

(s2 − φ2
0)(s

2 − α)
ds . (4.2)

(ii) If one of hypotheses (H7) – (H10) holds, then Eq. (1.5) has a convex compacton
u = φ(ξ) which satisfies integral equation

ξ0 − |ξ| =
∫ φ

c

√
2(s− c)

(s2 − φ2
0)(s

2 − α)
ds, for |ξ| ≤ ξ0 , (4.3)

where

ξ0 =

∫ φ0

c

√
2(s− c)

(s2 − φ2
0)(s

2 − α)
ds . (4.4)
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Proof: From Fig. 1 it is seen that the unique orbit Γ1 or Γ2 of system (2.3) passes the point
(φ0, 0) when one of above hypotheses holds. From (2.5) the Γ1 and Γ2 have expression

2(φ− c)y2(φ) = (φ2 − φ2
0)(φ

2 − α) . (4.5)

Substituting y = dφ
dξ

into (4.5), we have

±

√
2(φ− c)

(φ2 − φ2
0)(φ

2 − α)
dφ = dξ . (4.6)

Thus along Γ1 and Γ2 respectively integrate (4.6), the (4.1) and (4.3) are obtained.

4.2 Implicit or Integral Expressions of Generalized Kink Waves

For given c and k, we give hypotheses as follows:

(H11) c > 0, k < k2(c) and φ0
1 satisfies 0 < φ0

1 < c < φ0
+.

(H12) k < k3(c) and φ0
2 satisfies φ0

− < c < φ0
2 < φ0

+.

(H13) c < 0, k ≥ k1(c) and φ0
2 satisfies c < φ0

2 < 0.

(H14) c < 0, k3(c) < k < k1(c) and φ0
2 satisfies c < φ0

2 < φ0
−.

(H15) c < 0, k3(c) < k < k1(c) and φ0
3 satisfies c < φ0

− < φ0
3 < φ0

+.

Proposition 4.2 (i) If hypothesis (H11) holds, then Eq. (1.5) has two generalized
kink waves u = φ1(ξ) and u = φ2(ξ) which satisfy integral equation

∫ φ1

φ0
1

1

s

√
2(s− c)

s2 + 2(2k − c)
ds = ξ, for −∞ < ξ < ξ1 (4.7)

and ∫ φ2

φ0
1

−1

s

√
2(s− c)

s2 + 2(2k − c)
ds = ξ, for − ξ1 < ξ < +∞ (4.8)

where

ξ1 =

∫ φ0
1

c

1

s

√
2(s− c)

s2 + 2(2k − c)
ds . (4.9)
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(ii) If hypothesis (H12) holds, then Eq. (1.5) has two generalized kink waves u = φ3(ξ)

and u = φ4(ξ) which respectively satisfy equation√
φ0

+ − c

2
ln

(√
φ0

+ − c+
√
φ3 − c√

φ0
+ − c−

√
φ3 − c

)
−
√
φ0

+ + c arctan

√
φ3 − c√
φ0

+ + c
=
φ0

+√
2
(ξ + ξ2) ,

(4.10)

for −ξ2 < ξ < +∞. And√
φ0

+ − c

2
ln

(√
φ0

+ − c+
√
φ4 − c√

φ0
+ − c−

√
φ4 − c

)
−
√
φ0

+ + c arctan

√
φ4 − c√
φ0

+ + c
=
φ0

+√
2
(−ξ + ξ2) ,

(4.11)

for −∞ < ξ < ξ2. Where

ξ2 =

√
2

φ0
+

[√
φ0

+ − c

2
ln

(√
φ0

+ − c+
√
φ0

2 − c√
φ0

+ − c−
√
φ0

2 − c

)
−
√
φ0

+ + c arctan

√
φ0

2 − c√
φ0

+ + c

]
.

(4.12)

(iii) If hypothesis (H13) holds, then Eq. (1.5) has two generalized kink waves u = φ3(ξ)

and u = φ4(ξ) which respectively satisfy integral equation

∫ φ3

φ0
2

−1

s

√
2(s− c)

s2 + 2(2k − c)
ds = ξ, for − ξ2 < ξ < +∞ (4.13)

and ∫ φ4

φ0
2

1

s

√
2(s− c)

s2 + 2(2k − c)
ds = ξ, for −∞ < ξ < ξ2 (4.14)

where

ξ2 =

∫ φ0
2

c

−1

s

√
2(s− c)

s2 + 2(2k − c)
ds . (4.15)

(iv) If hypothesis (H14) holds, then Eq. (1.5) has two generalized kink waves u = φ3(ξ)

and u = φ4(ξ) which satisfy equation

(√
φ0
− − c−

√
φ3 − c√

φ0
− − c+

√
φ3 − c

)√φ0
−−c(√−φ0

− − c+
√
φ3 − c√

−φ0
− − c−

√
φ3 − c

)√−φ0
−−c

= β1e
(
√

2φ0
−ξ) ,

(4.16)
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for −ξ2 < ξ < +∞, and(√
φ0
− − c−

√
φ4 − c√

φ0
− − c+

√
φ4 − c

)√φ0
−−c(√−φ0

− − c+
√
φ4 − c√

−φ0
− − c−

√
φ4 − c

)√−φ0
−−c

= β1e
−
√

2φ0
−ξ ,

(4.17)

for −∞ < ξ < ξ2, where

β1 =

(√
φ0
− − c−

√
φ0

2 − c√
φ0
− − c+

√
φ0

2 − c

)√φ0
−−c(√−φ0

− − c+
√
φ0

2 − c√
−φ0

− − c−
√
φ0

2 − c

)√−φ0
−−c

, (4.18)

and

ξ2 = ln β1 . (4.19)

(v) If hypotheses (H15) holds, then Eq. (1.5) has two generalized kink waves u = φ5(ξ)

and u = φ6(ξ) which satisfies equation(√
φ0

+ − c+
√
φ5 − c√

φ0
+ − c−

√
φ5 − c

)√φ0
+−c(√

φ5 − c−
√
−φ0

+ − c
√
φ5 − c+

√
−φ0

+ − c

)√−φ0
+−c

= β2e
(
√

2φ0
+ξ) ,

(4.20)

for −∞ < ξ < +∞ and(√
φ0

+ − c+
√
φ6 − c√

φ0
+ − c−

√
φ6 − c

)√φ0
+−c(√

φ6 − c−
√
−φ0

+ − c
√
φ6 − c+

√
−φ0

+ − c

)√−φ0
+−c

= β2e
−(
√

2φ0
+ξ) ,

(4.21)

for −∞ < ξ < +∞. Where

β2 =

(√
φ0

+ − c+
√
φ0

3 − c√
φ0

+ − c−
√
φ0

3 − c

)√φ0
+−c(√

φ0
3 − c−

√
−φ0

+ − c√
φ0

3 − c+
√
−φ0

+ − c

)√−φ0
+−c

. (4.22)

Proof: Here we only proof (ii), in the other cases one can use a similar arguments. If
hypotheses (H12) holds, then there are two heteroclinic orbits L2

+ and L2
− of system (2.3)

passes the point (φ0
+, 0), From (2.5) they have expressions

2(φ− c)y2(φ) = [(φ0
+)2 − φ2]2, for φ0

− < c < φ < φ0
+ . (4.23)

Substituting y = dφ
dξ

into (4.23) and letting φ(0) = φ0
2, we have√

2(φ− c)

(φ0
+)2 − φ2

dφ = dξ, −ξ2 < ξ < +∞ and φ0
− < c < φ < φ0

+ , (4.24)
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and

−
√

2(φ− c)

(φ0
+)2 − φ2

dφ = dξ, −∞ < ξ < ξ2 and φ0
− < c < φ < φ0

+ . (4.25)

Integrating (4.24) and (4.25) along L2
+ and L2

− respectively, we have∫ φ3

φ0
2

√
2(s− c)

(φ0
+)2 − s2

ds =

∫ ξ

0

ds, −ξ2 < ξ < +∞ and φ0
− < c < φ < φ0

+ , (4.26)

and

−
∫ φ4

φ0
2

√
2(s− c)

(φ0
+)2 − s2

ds =

∫ ξ

0

ds, −∞ < ξ < ξ2 and φ0
− < c < φ < φ0

+ . (4.27)

From (4.26) and (4.27) we obtain (4.10) and (4.11).

5 Conclusion

In this paper, we have employed both the bifurcation method of planar dynamical systems
and numerical simulation method of differential equations to investigate the bounded travel-
ing waves of a generalized Camassa-Holm equation. We have found another kind of bounded
traveling waves which have the properties of compactons or generalized kink waves. Their
planar graphs are simulated (see Figs. 2 (a), (f), (g) and (h) for compactons; Figs. 2 (d),
(e), (i) and (j) and Figs. 3 (c) and (d) for generalized kink waves). Their integral or im-
plicit representations are obtained (see Proposition 4.1 for compactons; Proposition 4.2 for
generalized kink waves).
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New identities for Bell’s polynomials
New approaches

ABSTRACT. In this work we suggest a new approach to the determination of new identities
for Bell’s polynomials, based on the Lagrange inversion formula, and the binomial sequences.
This approach allows the easy recovery of known identities and deduction of some new
identities including these polynomials.

KEY WORDS. Bell’s polynomials, Bell’s numbers, Lagrange inversion formula, binomial
sequences.

1 Introduction

Using a proof by recurrence, Salim KHELIFA and Yves CHERRUAULT gave the following
identity on Bell’s polynomials [3].

Theorem 1 For n and k ∈ N∗,k ≤ n, it holds

Bn,k

(
10, 21, 32, . . .

)
=

(
n− 1

k − 1

)
nn−k· (1)

This identity allowed the authors to demonstrate a new theorem of convergence for the Ado-
mian decomposition method [4], but the proof is excessively long (7 pages) and consequently
it requires another proof. Here we propose two new identities, with shorter proofs. The first
uses the Lagrange inversion formula, having as an immediate consequence the identity (1),
and the second uses binomial sequences, begetting new identities, and the known identities
in the literature.

Definition 2 The Bell polynomials are the polynomials Bn,k (x1, x2, . . .) in an infinite
number of variables x1, x2, . . . , defined by (see [2], p. 133)

1

k!

(∑
m≥1

xm
tm

m!

)k

=
∑
n≥k

Bn,k
tn

n!
, k = 0, 1, 2, . . . · (2)
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Their exact expression is (see [2], p. 134)

Bn,k (x1, x2, . . .) =
∑
π(n)

n!

k1!k2! · · · (1!)k1 (2!)k2 · · ·
xk11 x

k2
2 . . . ,

where π (n) denotes a partition of n, with k1 + 2k2 + . . . = n; ki is of course, the number of
parts of size i. Also k1 + k2 + . . . = k is the number of parts in the partition.

2 Main results

2.1 Method based on the Lagrange inversion formula

Let f be an analytic function about the origin such that f (0) 6= 0 and for n and m ∈ N let

fn (m) =

 Dn [f (w)]m|w=0 if n ≥ 1

(f (0))m if n = 0

where D is the differential operator
d

d w
.

Theorem 3 For n and k ∈ N∗, k ≤ n, it holds

Bn,k (f0 (1) , f1 (2) , f2 (3) , . . .) =

(
n− 1

k − 1

)
fn−k (n) .

Proof: For z ∈ C, let us consider the equation of the unknown w ∈ C,

w − zf (w) = 0 .

This equation admits a unique solution w = g (z) around the origin (see [1], p. 234) and for
any analytic function F around the origin we have by Lagrange inversion formula

F (g (z)) = F (0) +
∑
n≥1

Dn−1
{
F

′
(w) [f (w)]n

}∣∣∣
w=0

zn

n!
· (3)

If we choose F (w) = w, we get from (3)

g (z) =
∑
n≥1

Dn−1 [f (w)]n|w=0

zn

n!

=
∑
n≥1

fn−1(n)
zn

n!
·
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Thus from (2) we have

1

k!
(g (z))k =

1

k!

(∑
n≥1

fn−1(n)
zn

n!

)k

=
∑
n≥k

Bn,k (f0(1), f1(2), f2(3), . . .)
zn

n!
·

On the other hand, if we choose F (w) = wk

k! ,we get by (3)

1

k!
(g (z))k =

1

(k − 1)!

∑
n≥1

Dn−1
{
wk−1 [f (w)]n

}∣∣
w=0

zn

n!

=
1

(k − 1)!

∑
n≥1

Dn−1

{
wk−1

∑
j≥0

Dj [f (w)]n|w=0

wj

j!

}∣∣∣∣∣
w=0

zn

n!

=
1

(k − 1)!

∑
n≥1

Dn−1

{∑
j≥0

fj (n)

j!
wj+k−1

}∣∣∣∣∣
w=0

zn

n!

=
1

(k − 1)!

∑
n≥1

Dn−1

{ ∑
j≥k−1

fj−k+1 (n)

(j − k + 1)!
wj

}∣∣∣∣∣
w=0

zn

n!

=
1

(k − 1)!

∑
n≥k

(n− 1)!

(n− k)!
fn−k (n)

zn

n!

=
∑
n≥k

(
n− 1

k − 1

)
fn−k (n)

zn

n!
·

Corollary 4 Let a ∈ R. We have for all n and k ∈ N∗, k ≤ n,

Bn,k

(
(1a)0 , (2a)1 , (3a)2 , . . .

)
=

(
n− 1

k − 1

)
(an)n−k ·

Proof: We have just to apply Theorem 3 by putting f (w) = eaw, that gives

fn (m) =

{
(am)n if n ≥ 1

1 if n = 0

Remark 5

1) If we choose a = 1 we find the identity (1).
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2) It is obvious that the identity of Corollary 4 is not the only consequence of Theorem 3,
because it depends on the choice of f . If, for instance, we choose the function f (w) =

1 + aw, we get

fn (m) =

{
an [m]n if n ≥ 1

1 if n = 0

where [m]n = m (m− 1) · · · (m− n+ 1) . Thus we have

Bn,k

(
1!a0, 2!a1, 3!a2, . . .

)
= an−k

(
n− 1

k − 1

)
n!

k!
·

If we choose :

4 a = 1, we recover the known identity

Bn,k (1!, 2!, 3!, . . .) =

(
n− 1

k − 1

)
n!

k!
·

4 a = 0, we get
Bn,k (1, 0, 0, . . .) = 0, except Bn,n = 1.

2.2 Method based on binomial sequences

A sequence of definite functions (ϕn (x))n on a subset I of R is called binomial if,

ϕn (x+ y) =
n∑
k=0

(
n

k

)
ϕk (x)ϕn−k (y) ,∀x, y ∈ I .

Theorem 6 Let (ϕn (x))n be a binomial sequence defined on I, N ⊆ I ⊆ R, with ϕ0 6= 0.

Then for all n and k ∈ N∗, k ≤ n, we have

Bn,k (ϕ0 (1) , 2ϕ1 (1) , 3ϕ2 (1) , . . .) =

(
n

k

)
ϕn−k (k) .

Proof: Let by Φx denote the exponential generating function associated to the sequence
(ϕn (x))n, i.e.

Φx (t) =
∑
n≥0

ϕn (x)
tn

n!
·

(We suppose, of course, that the radius of convergence satisfies R > 0.)

The sequence (ϕn (x))n is binomial, then we have, from Cauchy product

Φx+y (t) = Φx (t) · Φy (t) ,∀x, y ∈ I.

Hence
Φk (t) = (Φ1 (t))k ,∀k ∈ N∗. (4)
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It comes then, on the one hand

1

k!
(tΦ1 (t))k =

1

k!

(∑
n≥0

ϕn (1)
tn+1

n!

)k

=
1

k!

(∑
n≥1

nϕn−1 (1)
tn

n!

)k

=
∑
n≥k

Bn,k (ϕ0 (1) , 2ϕ1 (1) , 3ϕ2 (1) , . . .)
tn

n!
·

On the other hand by (4), we have

1

k!
(tΦ1 (t))k =

1

k!
tkΦk (t)

=
1

k!

∑
n≥0

ϕn (k)
tn+k

n!

=
∑
n≥k

(
n

k

)
ϕn−k (k)

tn

n!
·

Application

Let S (n, k) denote the Stirling number of the second kind, and put

Bn (x) =
n∑
k=0

S (n, k)xk .

The sequence (Bn (x))n is defined in R, where B0 (x) ≡ 1 and Bn (1) = Bn, the Bell numbers.

Corollary 7 We have

Bn,k (B0, 2B1, 3B2, . . .) =

(
n

k

) n−k∑
j=0

S (n− k, j) kj ·

Proof: It is well known and easily verified that

+∞∑
n=0

Bn (x)
zn

n!
= exp (x (ez − 1)) · (5)

In fact, from (5) it follows that

∞∑
n=0

Bn (x+ y)
zn

n!
= exp ((x+ y) (ez − 1)) =

+∞∑
n=0

Bn (x)
zn

n!

+∞∑
n=0

Bn (y)
zn

n!
·
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Therefore

Bn (x+ y) =
n∑
k=0

(
n

k

)
Bk (x)Bn−k (y) ·

Thus the sequence (Bn (x))n is binomial and the result is proved by means of Theorem 6.

Remark 8 Corollary 7 is not the only consequence of Theorem 6. It all depends on the
choice of binomial sequence. If we choose for example the binomial sequence defined on R
by ϕn (x) = xn, we recover the known identity

Bn,k (1, 2, 3, . . .) =

(
n

k

)
kn−k .
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Periodic wave solutions and solitary cusp wave solu-
tions for a higher order wave equation of KdV type2

ABSTRACT. This paper is the continuation of Ref. [1]. Both the bifurcation theory of
planar dynamical system and elliptic function integral method are applied to study a higher
order wave equation of KdV type. And the parametric space is redivided when the integral
constant g 6= 0. Many explicit and implicit solutions of periodic wave and solitary cusp wave
are obtained.

KEY WORDS. higher order wave equation of KdV type, solitary cusp wave solution, periodic
wave solution, elliptic function integral method.

1 Introduction

In this paper, we will seek periodic wave and solitary cusp wave solutions for the following
higher order wave equation of KdV type (see [1, 2]):

ut + ux + αuux + βuxxx + α2ρ1u
2ux + αβ(ρ2uuxxx + ρ3uxuxx) = 0 , (1.1)

where ρi(i = 1, 2, 3) are free parameters and α, β are positive real constants which character-
ize, respectively, the long wavelength and short amplitude of the waves. Just as Tzirtzilakis,
E. [2] said, the equation (1.1) is a water wave equation of KdV type which is more physically
and practically meaningful. By the local coordinate transformation

u = v − αρ1v
2 − β

(
3ρ1 +

7

4
ρ2 −

1

2
ρ3

)
vxx , (1.2)

Eq. (1.1) can be transformed into the following simple equation, see [3, 4]:

vt −
3

2
βρ2vxxt + β(1− 3

2
ρ2)vxxx + αvvx −

1

2
αβρ2(vvxxx + 2vxvxx) = 0 , (1.3)

1Corresponding author: E-mail address: weiguorhhu@yahoo.com.cn
2This research was supported by Natural Science Foundation of Honghe University (XJZ10401) and the

National Natural Science Foundation of China (10261008).
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where ρ2 6= 0. In Ref. [1], we obtained two explicit parametric representations of periodic
solutions of equation (1.3) when integral constant g = 0. In this case, we also proved the
existence of all travelling wave solutions. However, when g 6= 0, the bifurcation of travelling
solutions had not been studied. In fact, when the integral constant g 6= 0, the dynamical
behaviors of the equation (1.3) are better than the case of g = 0. Therefore, we shall use
bifurcation method of planar dynamical system [5]-[8] and elliptic function integral method
[9, 10] to investigate the explicit and implicit travelling wave solutions of (1.3) when g 6= 0.

Let v(x, t) = ψ(x− ct) = ψ(ξ), where c is the wave speed, then the equation (1.3) becomes
the following ordinary differential equation

1

2
α(ψ2)ξ − cψξ +

(
3

2
cβρ2 + β(1− 3

2
ρ2)

)
ψξξξ −

1

2
αβρ2

(
ψψξξ +

1

2
ψ2
ξ

)
ξ

= 0 , (1.4)

Integrating once with respect to ξ, we obtain the following wave equation of (1.3)

β(3cρ2 + 2− 3ρ2 − αρ2ψ)ψξξ −
1

2
αβρ2ψ

2
ξ + αψ2 − 2cψ + g = 0 , (1.5)

where g is the integral constant and g 6= 0.

Clearly, (1.5) is equivalent to the following two-dimensional systems:

dψ

dξ
= y,

dy

dξ
=

1
2
αβρ2y

2 − αψ2 + 2cψ − g

β(3ρ2(c− 1) + 2− αρ2ψ)
. (1.6)

System (1.6) is a planar dynamical system defined by the 5-parameter space (α, β,c, ρ2, g).
Because the phase orbits defined by the vector field of (1.6) determine all travelling wave
solutions, we will investigate bifurcations of phase portraits of the system, when the pa-
rameters vary. Since (1.3) is a physical model where only the bounded travelling waves are
meaningful, so we only consider their bounded travelling wave solutions.

Suppose that ψ(x − ct) = ψ(ξ) is a continuous solution of (1.6) for ξ ∈ (−∞,∞) and
lim
ξ→∞

ψ(ξ) = a, lim
ξ→−∞

ψ(ξ) = b. It is well known that (i) ψ(x, t) is called a solitary wave

solution if a = b; (ii) ψ(x, t) is called a kink or anti-kink solution if a 6= b. Usually, a
solitary wave solution of (1.3) corresponds to a homoclinic orbit of (1.6); a kink (or anti-
kink) wave solution of (1.3) corresponds to a heteroclinic orbit (or the so-called connecting
orbit) of (1.6). Similarly, a periodic orbit of (1.3) corresponds to a periodically travelling
wave solution of (1.6). Therefore, we must find all periodic annuli, heterclinic and homoclinic
orbits of (1.6) in order to investigate the bifurcations of periodic waves and solitary cusp
waves of (1.3). Thus, the bifurcation theory of dynamical systems and some computational
method of travelling wave solutions are very important and useful, see [5]-[11].

We notice that the right-hand side of the second equation in (1.6) is not continuous when
ψ = ψs = η

αρ2
, where η = 3ρ2(c − 1) + 2. In other words, on such straight line ψ = ψs in
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the phase plane (ψ, y), the function ψξξ is not defined. It implies that the smooth system
(1.3) sometimes has non-smooth travelling wave solutions. The similar phenomenon has
been considered before, see [1, 7, 8, 10].

In Section 2, we discuss bifurcations of phase portraits of (1.6), where explicit parametric
conditions will be derived. In Section 3, we derive the explicit parameter representations of
the smooth periodic wave and non-smooth solitary cusp wave solutions of (1.3). In Sections
4, we derive the implicit parameter representations of the smooth periodic wave solutions.

2 Bifurcations of phase portraits of system (1.6)

Because the function ψξξ is not defined on the singular straight line ψ = η
αρ2

, we make a
transformation dζ = 2β(η − αρ2ψ)dξ, η = 3ρ2(c − 1) + 2. Then the system (1.6) becomes
the following system:

dψ

dζ
= 2β(η − αρ2ψ)y,

dy

dζ
= −(−αβρ2y

2 + 2αψ2 − 4cψ + 2g) . (2.1)

It is easy to see that (1.6) and (2.1) have the same first integral

H(ψ, y) = β(η − αρ2ψ)y2 +
2

3
αψ3 − 2cψ2 + 2gψ = h , (2.2)

where h is integral constant.

By system (2.1), we define the ψ = ψs = η
αρ2

is a singular straight line L and write

f(ψ) = αψ2 − 2cψ + g, ∆ = c2 − αg, ψ1,2 =
c±

√
∆

α
, Y± = ±

√
2f(ψs)

αβρ2

. (2.3)

Thus, we obtain the following conclusion for equilibrium points of system (2.1):

(1) when ∆ > 0, (2.1) has two equilibrium points at A1,2(ψ1,2, 0) in the ψ-axis;

(2) when ∆ = 0 and c 6= 0, (2.1) has only one equilibrium point at A0(
c
α
, 0) in the ψ-axis;

(3) When ρ2f(ψs) > 0, there exist two equilibrium points of (2.1) at S±(ψs, Y±) in L;

(4) When f(ψs) = 0, there exist only one equilibrium point of (2.1) at S0(ψs, 0) which is
the intersection point of the line L and the ψ-axis.

LetM(ψi, yj) be the coefficient matrix of the linearized system of (2.1) at an equilibrium
point, (ψi, yj). Then we have Trace(M(ψ1,2, 0)) = 0 and

J(ψ1,2, 0) = detM(ψ1,2, 0) = −8β[ρ2

√
∆± (3ρ2 − 2ρ2c− 2)]

√
∆, J

( c
α
, 0
)

= 0 .

(2.4)
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J(ψs, Y±) = detM(ψs, Y±) = −4α2β2ρ2
2Y

2
± < 0, J(ψs, 0) = 0 . (2.5)

By the theory of planar dynamical systems, we know that for an equilibrium point of a
planar integrable system, if J < 0 then the equilibrium point is a saddle point; if J > 0

and Trace(M(ψi, 0)) = 0 then it is a center point; if J > 0 and (Trace(M(ψi, 0)))2 −
4J(ψi, 0) > 0 then it is a node; if J = 0 and the index of the equilibrium point is zero
then it is a cusp; if J = 0 and the index of the equilibrium point is’nt zero then it is a
high order singular point.

Notice that for H(ψ, y) = h defined by (2.2), we have

h1,2 = H(ψ1,2, 0) = −2(c±
√

∆)[(2c2 ± c
√

∆)− (∆ + 3αg)]

3α2
, (2.6)

h0 = H(
c

α
, 0) = −2c(2c2 − 3αg)

3α2
, (2.7)

hs = H(ψs, Y±) =
2η(η2 − 3cρ2η + 3gαρ2

2)

3α2ρ3
2

, (2.8)

hs0 = H(φs, 0) =
2η2(3cρ2 − 2η)

3α2ρ3
2

. (2.9)

From ∆ = 0, we have

(Γ1) : g = g1(c) =
c2

α
. (2.10)

For a fixed ρ2, the case of h1 = hs or h2 = hs imply

(Γ2) : g = g2(c) =
(12ρ2

2 − 8ρ2)c− 9ρ2
2 + 12ρ2 − 4

4αρ2
2

, (2.11)

and

(Γ3) : g = g3(c) = −3ρ2
2c

2 − 12ρ2
2c+ 8ρ2c+ 9ρ2

2 − 12ρ2 + 4

αρ2
2

. (2.12)

It is easy to see that ψs = ψ1(ψs = ψ2) corresponds to J(ψ1, 0) = 0(J(ψ2, 0) = 0) when the
parameter (c, g) ∈ Γ3. In this case, f(ψs) = 0 corresponds to ρ2

√
∆± (3ρ2 − 2ρ2c− 2) = 0

when the parameter (c, g) ∈ Γ3.

Write

Γ1

⋂
Γ2

⋂
Γ3 = Q , (2.13)

where Q
(

3ρ2−2
2ρ2

, (3ρ2−2)2

4αρ22

)
is intersection point of Γ1, Γ2, Γ3.

Here, we express the part of c > 3ρ2−2
2ρ2

on curve Γ with ΓR; We express the part of c < 3ρ2−2
2ρ2

on curve Γ with ΓL; Similarly, we express the part of g > 0 at the regional I − V with
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I+ − V +; we express the part of g < 0 at the regional I − V with I− − V −; we express the
part of g > 0 on curve Γ with Γ+; We express the part of g < 0 on curve Γ with Γ−.

Thus, the bifurcation curves ΓR1 , ΓR2 , ΓR3 , ΓL1 , ΓL2 , ΓL3 which are defined by (2.10), (2.11),
(2.12) divided the plane (c, g) into six regions, i.e. (I)− (V ) and the region of ∆ < 0, shown
in Fig. 1.

(1-1) ρ2 < 0 (1-2) 0 < ρ2 < 2
3

(1-3) ρ2 = 2
3 (1-4) ρ2 > 2

3

Fig. 1 The bifurcation curves and the six regions of (2.1)

For a fixed h, the level curve H(φ, y) = h defined by (2.2) determines a set of invariant
curves of (2.1), which contains different branches of curves. As h vary, it defines different
families of orbits of (2.1), with different dynamical behaviors.

Corresponding to the bifurcation curves Γ1,2,3 and regions I − V of the plane (c, g) in the
Fig. 1 (1-1), we obtain the following different phase portraits
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Fig. 2 The phase portraits of (2.1) for ρ2 < 0, g 6= 0

Corresponding to the bifurcation curves Γ1,2,3 and regions I − V of the plane (c, g) in the
Fig. 1 (1-2), we obtain the following different phase portraits

–10

–5

0

5

10

y

–4 –3 –2 –1

x

(3-1) I+

–20

–10

10

20

y

–4 –3 –2 –1 1 2 3

x

(3-2) I−

–8

–6

–4

–2

2

4

6

8

y

–4 –3 –2 –1

x

(3-3) ΓR+
2

–20

–10

10

20

y

–4 –3 –2 –1 1 2 3

x

(3-4) ΓR−
2

–8

–6

–4

–2

0

2

4

6

8

y

–4 –3 –2 –1

x

(3-5) II+

–20

–10

10

20

y

–4 –2 2 4

x

(3-6) II−

–20

–10

0

10

20

y

–12 –10 –8 –6 –4 –2

x

(3-7) IV +

–100

–50

0

50

100

y

–60 –50 –40 –30 –20 –10 10

x

(3-8) IV −



Periodic wave solutions and solitary cusp wave solutions . . . 63

–10

–5

5

10

y

–6 –4 –2

x

(3-9) ΓL
2

–20

–10

10

20

y

–10 –8 –6 –4 –2

x

(3-10) V

Fig. 3 The phase portraits of (2.1) for 0 < ρ2 <
2
3
, g 6= 0.

Corresponding to the bifurcation curves Γ1,2,3 and regions I − V of the plane (c, g) in the
Fig. 1 (1-3), we obtain the following different phase portraits
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Fig. 4 The phase portraits of (2.1) for ρ2 = 2
3
, g 6= 0.

Corresponding to the bifurcation curves Γ1,2,3 and regions I − V of the plane (c, g) in the
Fig. 1 (1-4), we obtain the following different phase portraits
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Fig. 5 The phase portraits of (2.1) for ρ2 >
2
3
, g 6= 0.

Note: When ∆ < 0 and ρ2 > 0, (c, g) ∈ Γ1,Γ3, III, system (2.1) has not closed orbit. Here
we omit their phase portraits.

3 Explicit expressions of periodic wave solutions and solitary cusp
wave solutions of (1.3)

According to the analysis in the section 2, we derive the explicit expressions of periodic
wave solutions and solitary cusp wave solutions of (1.3). See the computational process and
results below.

3.1 Suppose that ρ2 < 0, (c, g) ∈ ΓR3 i.e. ρ2 < 0, c > 3ρ2−2
2ρ2

, g = g3(c). In this case, we get

ψ1 = ψs, h1 = hs0 = 2η2(3cρ2−2η)

3α2ρ32
. When h = hs0, system (2.1) has a periodic orbit to the

point S0(ψs, 0) and around the center point A2(ψ2, 0), see Fig. 2 (2-3), (2-4). Substituting
h = hs0 into (2.2) yields the following algebraic equations for this periodic orbit

y = ±

√
2

3β(−ρ2)

√
(ψs − ψ)(ψ − ψ0) , (3.1)

where ψs = η
αρ2

= 3ρ2(c−1)+2
αρ2

, ψ0 = ψ(0) = −4+6ρ2−3ρ2c
αρ2

and ψ0 < ψs.

Substituting (3.1) into the first equation of (2.1) yields the following equation

± dψ√
(ψs − ψ)(ψ − ψ0)

=

√
2

3β(−ρ2)
dξ . (3.2)

Integrating (3.2) along this periodic orbit yields

ψ∫
ψs

dψ√
(ψs − ψ)(ψ − ψ0)

=

√
2

3β(−ρ2)

ξ∫
0

dξ, ξ > 0 (3.3)
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and

−
ψs∫
ψ

dψ√
(ψs − ψ)(ψ − ψ0)

=

√
2

3β(−ρ2)

0∫
ξ

dξ, ξ ≤ 0 (3.4)

By (3.3) and (3.4), we obtain a smooth periodic wave solution of (1.3):

v(x− ct) = ψ(x− ct) =
1

2
[(ψs + ψ0) + (ψs − ψ0) cosω(x− ct)] , (3.5)

where ω =
√

2
3β(−ρ2)

.

3.2 Suppose that ρ2 < 0, (c, g) ∈ ΓL3 i.e. ρ2 < 0, c < 3ρ2−2
2ρ2

, g = g3(c). In this case, we get

ψ2 = ψs, h2 = hs0 = 2η2(3cρ2−2η)

3α2ρ32
. When h = hs0, system (2.1) has a periodic orbit to the

point S0(ψs, 0) and around the center point A2(ψ1, 0), see Fig. 2 (2-7), (2-8). Substituting
h = hs0 into (2.2) yields the following algebraic equations for this periodic orbit

y = ±

√
2

3β(−ρ2)

√
(ψ0 − ψ)(ψ − ψs) , (3.6)

where ψs, ψ0 are given above and ψ0 > ψs.

Similarly, substituting (3.6) into the first equation of (2.1) to integrate along this orbit, we
obtain a smooth periodic wave solution of (1.3):

v(x− ct) = ψ(x− ct) =
1

2
[(ψs + ψ0)− (ψs − ψ0) cosω(x− ct)] , (3.7)

where ω =
√

2
3β(−ρ2)

.

3.3 Suppose that (1) 0 < ρ2 < 2
3
, (c, g) ∈ ΓR2 i.e. 0 < ρ2 < 2

3
, c > 3ρ2−2

2ρ2
, g = g2(c);

(2) ρ2 > 2
3
, (c, g) ∈ ΓR2 i.e. ρ2 > 2

3
, c > 3ρ2−2

2ρ2
, g = g2(c). In these two cases, we get

ψ2 = 3ρ2−2
2αρ2

< ψs and h2 = hs =
2η(η2−3cρ2η+3gαρ22)

3α2ρ32
. When h = h2 = hs, system (2.1) has

two heterclinic orbits connect three saddle points A2(ψ2, 0) and S±(ψs, Y±), see Fig. 3 (3-3),
(3-4) and Fig. 5 (5-2). Substituting h = hs into (2.2) yields the following algebraic equations
for these two heterclinic orbits

y = ±2αρ2ψ − 3ρ2 + 2

αρ2

√
6βρ2

= ± 2√
6βρ2

(ψ − ψ2) . (3.8)

Similarly, substituting (3.8) into the first equation of (2.1) to integrate along these two orbits,
we obtain a non-smooth solitary cusp wave solution of peak type of (1.3):

v(x− ct) = ψ(x− ct) = ψ2 + (ψs − ψ2) exp

(
−2|x− ct|√

6βρ2

)
. (3.9)
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3.4 Suppose that (1) 0 < ρ2 < 2
3
, (c, g) ∈ ΓL2 i.e. 0 < ρ2 < 2

3
, c < 3ρ2−2

2ρ2
, g = g2(c);

(2) ρ2 >
2
3
, (c, g) ∈ ΓL2 i.e. ρ2 >

2
3
, c < 3ρ2−2

2ρ2
, g = g2(c). In these two cases, we have

ψ1 = 1
α
(3

2
− 2

ρ2
) > ψs and h1 = hs =

2η(η2−3cρ2η+3gαρ22)

3α2ρ32
. When h = h1 = hs, system (2.1)

has two heterclinic orbits connect three saddle points A1(ψ2, 0) and S±(ψs, Y±), see Fig. 3
(3-9) and Fig. 5 (5-7), (5-8). Substituting h = hs into (2.2) yields the following algebraic
equations for these two heterclinic orbits

y = ±−2αρ2ψ + 3ρ2 − 2

αρ2

√
6βρ2

= ± 2√
6βρ2

(ψ1 − ψ) . (3.10)

Similarly, substituting (3.10) into the first equation of (2.1) to integrate along these two
orbits, we obtain a non-smooth solitary cusp wave solution of valley type of (1.3):

v(x− ct) = ψ(x− ct) = ψ1 − (ψ1 − ψs) exp

(
−2|x− ct|√

6βρ2

)
. (3.11)

4 Implicit expressions of periodic wave solutions which is defined by
H(ψ, y) = 0

By the phase portraits of (2-2)-(2-6), (2-8), (2-10), (3-2), (3-4), (3-6), (5-8) and (5-10) in
Fig. 2-Fig. 5, it is easy to know that there is a periodic annuli through the point O(0, 0). This
periodic annuli is defined by H(ψ, y) = 0. By using the elliptic function integral method,
see [9, 10] and their references, we derive the implicit expressions of periodic wave solutions
of (1.3). See the below computational process and results. Here, we only consider the case
of ρ2 < 0, see Fig. 2. The other cases are similar to ρ2 < 0, see Fig. 3-Fig. 5.

4.1.1 Suppose that ρ2 < 0, (c, g) ∈ ΓR+
3 i.e. ρ2 < 0, c > 3ρ2−2

2ρ2
, g = g3(c) > 0. In this case,

there is ψ1 = ψs = 3ρ2(c−1)+2
αρ2

. And, when h = 0, system (2.1) has a periodic orbit to the
point O(0, 0) and around the center point A2(ψ2, 0), see Fig. 2 (2-3). From H(ψ, y) = 0, we
obtain the following algebraic equations for this periodic orbit

y = ±

√
2

3β(−ρ2)

√
(ψM − ψ)(ψm − ψ)(ψ − 0)

ψs − ψ
, (4.1)

where ψm =
3ρ2c+

√
3(5ρ2c−6ρ2+4)(3ρ2c−6ρ2+4)

2αρ2
, ψM =

3ρ2c−
√

3(5ρ2c−6ρ2+4)(3ρ2c−6ρ2+4)

2αρ2
and 0 < ψ <

ψm < ψs < ψM .

Substituting (4.1) into the first equation of (2.1) yields

±

√
ψs − ψ

(ψM − ψ)(ψm − ψ)(ψ − 0)
dψ =

√
2

3β(−ρ2)
dξ . (4.2)
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Integrating (4.2) along this periodic orbit, we get

ψm∫
ψ

√
ψs − ψ

(ψM − ψ)(ψm − ψ)(ψ − 0)
dψ =

√
2

3β(−ρ2)

0∫
ξ

dξ, ξ > 0 (4.3)

and

−
ψ∫

ψm

√
ψs − ψ

(ψM − ψ)(ψm − ψ)(ψ − 0)
dψ =

√
2

3β(−ρ2)

ξ∫
0

dξ, ξ ≤ 0 (4.4)

By (4.2) and (4.3), we obtain

ψm∫
ψ

√
ψs − ψ

(ψM − ψ)(ψm − ψ)(ψ − 0)
dψ =

√
2

3β(−ρ2)
|ξ| . (4.5)

By using the elliptic integral formulas citelon12, we obtain

ψm∫
ψ

√
ψs − ψ

(ψM − ψ)(ψm − ψ)(ψ − 0)
dψ = (ψs − ψm)e0

u0∫
0

du

1− α2
0sn

2u
, (4.6)

where e0 = 2√
ψs(ψM−ψm)

, u0 = sn−1
(√

ψs(ψm−ψ)
ψm(ψs−ψ)

, k0

)
, k0 =

√
ψm(ψM−ψs)
ψs(ψM−ψm)

, k2
0 < α2

0 = ψm

ψs
< 1.

And
u0∫

0

du

1− α2
0sn

2u
= Π(u0, α

2
0) . (4.7)

By (4.5), (4.6) and (4.7), we obtain a smooth periodic wave solution of (1.3):

Π

(
(sn−1

√
ψs(ψm − ψ)

ψm(ψs − ψ)
, k0), α

2
0

)
=

1

(ψs − ψm)

√
ψs(ψM − ψm)

6β(−ρ2)
|ξ| , (4.8)

where sn−1(∗ , ∗) is the inverse function of sn(∗ , ∗) which is the Jacobian elliptic function,
Π(∗ , ∗) is Legendre’s incomplete elliptic integral of the third kind.

4.1.2 Suppose that ρ2 < 0, (c, g) ∈ ΓR−3 i.e. ρ2 < 0, c > 3ρ2−2
2ρ2

, g = g3(c) < 0. In this case,
there is ψ1 = ψs = 3ρ2(c−1)+2

αρ2
. And, when h = 0, system (2.1) has a periodic orbit to the

point O(0, 0) and around the center point A2(ψ2, 0), see Fig. 2 (2-4). From H(ψ, y) = 0, we
get the following algebraic equations for this periodic orbit

y = ±

√
2

3β(−ρ2)

√
(ψM − ψ)(0− ψ)(ψ − ψm)

ψs − ψ
, (4.9)
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where ψm, ψM are given above and ψm < ψ < 0 < ψs < ψM .

Corresponding to (4.9), we obtain a smooth periodic wave solution of (1.3):

Π

(
(sn−1

√
(ψs − ψm)ψ

ψm(ψs − ψ)
, k1), α

2
1

)
=

1

ψs

√
ψM(ψs − ψm)

6β(−ρ2)
|ξ| , (4.10)

where the computational process is similar to (4.2)-(4.8) and k2
1 = −ψm(ψM−ψs)

ψM (ψs−ψm)
, α2

1 =
−ψm

ψs−ψm
< 1.

4.1.3 Suppose that ρ2 < 0, (c, g) ∈ ΓL−3 i.e. ρ2 < 0, c < 3ρ2−2
2ρ2

, g = g3(c) < 0. In this case,
there is ψ2 = ψs = 3ρ2(c−1)+2

αρ2
. And, when h = 0, system (2.1) has a periodic orbit to the

point O(0, 0) and around the center point A1(ψ1, 0), see Fig. 2 (2-8). From H(ψ, y) = 0, we
get the following algebraic equations for this periodic orbit

y = ±

√
2

3β(−ρ2)

√
(ψM − ψ)(ψ − 0)(ψ − ψm)

ψ − ψs
, (4.11)

where ψm, ψM are given above and ψm < ψs < 0 < ψ < ψM .

Substituting (4.11) into the first equation of (2.1) yields

±

√
ψs − ψ

(ψM − ψ)(ψm − ψ)(ψ − 0)
dψ =

√
2

3β(−ρ2)
dξ . (4.12)

Integrating (4.12) along this periodic orbit, we get

ψM∫
ψ

√
ψ − ψs

(ψM − ψ)(ψ − 0)(ψ − ψm)
dψ =

√
2

3β(−ρ2)
|ξ| , (4.13)

By using the elliptic integral formulas [11], we obtain

ψM∫
ψ

√
ψ − ψs

(ψM − ψ)(ψ − 0)(ψ − ψm)
dψ = (ψM − ψs)e2

∫ u2

0

dn2udu

1− α2
2sn

2u
, (4.14)

where e2 = 2√
−ψm(ψM−ψs)

, u2 = sn−1
(√

−ψm(ψM−ψ)
ψM (ψ−ψm)

, k2

)
, k2

2 = ψM (ψs−ψm)
−ψm(ψM−ψs)

, α2
2 = ψM

ψm
< 0.

And ∫ u2

0

dn2udu

1− α2
2sn

2u
=

1

α2
2

[k2
2u2 + (α2

2 − k2
2)Π(u2, α

2
2)] . (4.15)

By (4.13), (4.14) and (4.15), we obtain a smooth periodic wave solution of (1.3):

k2
2sn

−1(

√
−ψm(ψM − ψ)

ψM(ψ − ψm)
, k2) + (α2

2 − k2
2)Π

(
(sn−1

√
−ψm(ψM − ψ)

ψM(ψ − ψm)
, k2), α

2
2

)
= Ω1|ξ| ,

(4.16)
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where Ω1 = α2
2

√
−ψm

6β(−ρ2)(ψM−ψs)
.

4.2.1 Suppose that ρ2 < 0, (c, g) ∈ III+ i.e. ρ2 < 0, 0 < g < g3(c). In this case, when
h = 0, system (2.1) has a periodic orbit to the point O(0, 0) and around the center point
A2(ψ2, 0), see Fig. 2 (2-5). From H(ψ, y) = 0, we get the following algebraic equations for
this periodic orbit

y = ±

√
2

3β(−ρ2)

√
(ψG − ψ)(ψl − ψ)(ψ − 0)

ψs − ψ
, (4.17)

where ψl =
3c−
√

9c3−12αg

2α
, ψG =

3c+
√

9c3−12αg

2α
and 0 < ψ < ψl < ψs < ψG.

Corresponding to (4.17), we obtain a smooth periodic wave solution of (1.3):

Π

(
(sn−1

√
ψs(ψl − ψ)

ψl(ψs − ψ)
, k3), α

2
3

)
=

1

(ψs − ψl)

√
ψs(ψG − ψl)

6β(−ρ2)
|ξ| , (4.18)

where k2
3 =

√
ψl(ψG−ψs)
ψs(ψG−ψl)

, k2
3 =

√
ψl(ψG−ψs)
ψs(ψG−ψl)

, k2
3 < α2

3 = ψl

ψs
< 1.

4.2.2 Suppose that (1) ρ2 < 0, (c, g) ∈ III− i.e. ρ2 < 0, g < g3(c) < 0; (2) ρ2 < 0, (c, g) ∈
II− i.e. ρ2 < 0, g3(c) < g < 0. In these two cases, when h = 0, system (2.1) has a periodic
orbit to the point O(0, 0) and around the center point A2(ψ2, 0), see Fig. 2 (2-6), (2-2). From
H(ψ, y) = 0, we get the following algebraic equations for this periodic orbit

y = ±

√
2

3β(−ρ2)

√
(ψG − ψ)(0− ψ)(ψ − ψl)

ψs − ψ
, (4.19)

where ψl, ψG are given above and ψl < ψ < 0 < ψs < ψG.

Corresponding to (4.21), we obtain a smooth periodic wave solution of (1.3):

Π

(
(sn−1

√
(ψs − ψl)ψ

ψl(ψs − ψ)
, k4), α

2
4

)
=

1

ψs

√
ψG(ψs − ψl)

6β(−ρ2)
|ξ| , (4.20)

where k2
4 = −ψl(ψG−ψs)

ψG(ψs−ψl)
, α2

4 = −ψl

ψs−ψl
< 1.

4.2.3 Suppose that ρ2 < 0, (c, g) ∈ IV −,ΓL−2 , V − i.e. ρ2 < 0, c < 3ρ2−2
2ρ2

, g3(c) < g < 0. In
this case, when h = 0, system (2.1) has a periodic orbit to the point O(0, 0) and around the
center point A1(ψ1, 0), see Fig. 2 (2-10). From H(ψ, y) = 0, we get the following algebraic
equations for this periodic orbit

y = ±

√
2

3β(−ρ2)

√
(ψG − ψ)(ψ − 0)(ψ − ψl)

ψ − ψs
, (4.21)
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where ψl, ψG are given above and ψl < ψs < 0 < ψ < ψG.

Corresponding to (4.21), we obtain a smooth periodic wave solution of (1.3):

k2
5sn

−1(

√
−ψl(ψG − ψ)

ψG(ψ − ψl)
, k5) + (α2

5 − k2)Π

(
(sn−1

√
−ψl(ψG − ψ)

ψG(ψ − ψl)
, k5), α

2
5

)
= Ω2|ξ| ,

(4.22)

where Ω2 = α2
5

√
−ψl

6β(−ρ2)(ψG−ψs)
, k2

5 = ψG(ψs−ψl)
−ψl(ψG−ψs)

, α2
5 = ψG

ψm
< 0.
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Yixiang Hu, Xianyi Li1

Dynamics of a Nonlinear Difference Equation2

ABSTRACT. In this paper the dynamics for a third-order rational difference equation is
considered. The rule for the trajectory structure of solutions of this equation is clearly
described out. The successive lengths of positive and negative semicycles of nontrivial solu-
tions of this equation are found to occur periodically with prime period 7. And the rule is
3+, 2−, 1+, 1− in a period. By utilizing the rule, the positive equilibrium point of the equation
is verified to be globally asymptotically stable.

KEY WORDS. rational difference equation, semicycle, cycle length, global asymptotic sta-
bility.

1 Introduction and Preliminaries

The study of rational difference equations of order greater than one is quite challenging and
rewarding because some prototypes for the development of the basic theory of the global
behavior of nonlinear difference equations of order greater than one come from the results
for rational difference equations. For this, see, for example, [1, 2] and the papers in the
journal of “ Advances in Difference Equations änd the references cited therein. Furthermore,
there have not been any effective general methods to deal with the global behavior of ratio-
nal difference equations of order greater than one so far. Therefore, the study of rational
difference equations of order greater than one is worth further consideration.

Recently, M.R. S. Kulenović et al [3], Tim Nesemann [4] and Yang et.al [6, 7] investigated
the global asymptotic stability of some second or higher order rational difference equations.

1Corresponding author; Present address (Until September 2006 ): Département de Mathematique, Uni-
versité de Lille 1, Cité Scientifique, 59655,Villeneuve d’Ascq, France, xli@math.univ-lille1.fr.

2This work is supported by NNSF of China (grant: 10371040), Mathematical Tianyuan Foundation of
China (grant: TY10026002-01-05-03), Excellent Youth Project of Educational Committee of Hunan Province
(grant: 04B056), the Foundation for “ New Century ‘121’ Talents in Hunan Province ” and the Foundation
for “ Chief Professor of Mathematical Discipline in Hunan Province ”.
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From the known work, one can see that it is extremely difficult to understand thoroughly the
trajectory structure of solutions of rational difference equations although they have simple
forms (or expressions). One can refer to [1]-[10], especially [1, 2] for examples to illustrate
this.

In this paper we consider the following third - order rational difference equation

xn+1 =
xn−1 + xn−2 + a

xn−1xn−2 + 1 + a
, n = 0, 1, 2, · · · , (1.1)

where a ∈ [0,∞) and the initial values x−2, x−1, x0 ∈ (0, ∞),

Mainly, by analyzing the rule for the length of semi-cycle to occur successively, we describe
clearly out the rule for the trajectory structure of its solutions and further derive the global
asymptotic stability of positive equilibrium of equation (1.1). Whereas, it is extremely
difficult to use those methods in the known literature, such as [1]-[7], to obtain the rule of
trajectory structure of solutions of equation (1.1).

It is easy to see that the positive equilibrium x̄ of equation (1.1) satisfies

x̄ =
2x̄+ a

x̄2 + 1 + a
,

from which one can see that equation (1.1) has a unique positive equilibrium x̄ = 1.

Here, for convenience of readers, we give some corresponding definitions, also review some
results which will be useful in our investigation of the behavior of solutions of Eq. (1.1). Let
I be some interval of real numbers and let f : I × I → I be a continuously differentiable
function. Then for every group of initial conditions x−2, x−1, x0 ∈ I, the difference equation

xn+1 = f(xn−1, xn−2), n = 0, 1, 2, · · · , (E)

has a unique solution {xn}∞n=−2.

A point x̄ is called an equilibrium point of Eq. (E) if x̄ = f(x̄, x̄). That is, xn = x̄, for
n ≥ 0, is a solution of Eq. (E), or, equivalently, x̄ is a fixed point of f .

Definition 1.1 Let x̄ be an equilibrium point of Eq. (E).

(a) The equilibrium x̄ is called stable if, for every ε > 0, there exists δ > 0 such that if
x−2, x−1, x0 ∈ I and |x−2 − x̄|+ |x−1 − x̄|+ |x0 − x̄| < δ, then |xn − x̄| < ε for all ≥ 1.

(b) The equilibrium x̄ is called locally asymptotically stable if it is stable and if there exists
γ > 0 such that if x−2, x−1, x0 ∈ I and |x−2 − x̄| + |x−1 − x̄| + |x0 − x̄| < γ, then
limn→∞ xn = x̄.
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(c) The equilibrium x̄ is called a global attractor if

lim
n→∞

xn = x̄ for any x−2, x−1, x0 ∈ I.

(d) The equilibrium x̄ is called globally asymptotically stable if it is stable and is a global
attractor.

(e) The equilibrium x̄ is called unstable if it is not stable.

(f) The equilibrium x̄ is called a repeller if there exists γ > 0 such that for x−2, x−1, x0 ∈ I
and |x−2 − x̄|+ |x−1 − x̄|+ |x0 − x̄| < γ, there exists N ≥ −2 such that |xN − x̄| ≥ γ.

Clearly, a repeller is an unstable equilibrium.

Let
p =

∂f(x̄, x̄)

∂u
and q =

∂f(x̄, x̄)

∂v
,

where f(u, v) is the function in Eq. (E) and x̄ is an equilibrium of the equation. Then the
equation

yn+1 = pyn−1 + qyn−2, n = 0, 1, · · ·

is called the linearized equation associated with Eq. (E) about the equilibrium point x̄.

Definition 1.2 A positive semicycle of a solution {xn}∞n=−2 of equation (1.1) consists
of a “ string ” of terms {xl, xl+1, · · · , xm}, all greater than or equal to the equilibrium x̄, with
l ≥ −2 and m ≤ ∞ such that

either l = −2 or l > −2 and xl−1 < x̄

and
either m = ∞ or m <∞ and xm+1 < x̄.

A negative semicycle of a solution {xn}∞n=−2 of equation (1.1) consists of a “ string ” of terms
{xl, xl+1, · · · , xm}, all less than x̄, with l ≥ −2 and m ≤ ∞ such that

either l = −2 or l > −2 and xl−1 ≥ x̄

and
either m = ∞ or m <∞ and xm+1 ≥ x̄.

The length of a semicycle is the number of the total terms contained in it.

Definition 1.3 A solution {xn}∞n=−2 of equation (1.1) is said to be eventually trivial if
xn is eventually equal to x̄ = 1; Otherwise, the solution is said to be nontrivial.

A solution {xn}∞n=−2 of equation (1.1) is said to be eventually positive(negative) if xn is
eventually great (less) than x̄ = 1;

For the other concepts in this paper, see [1, 2].
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2 Main Results and Their Proofs

In this section we will formulate our main results in this paper, that is, with respect to
the nontrivial solutions, oscillation and non-oscillation and global asymptotic stability for
equation (1.1).

2.1 Nontrivial solution

Theorem 2.1 A positive solution {xn}∞n=−3 of equation (1.1) is eventually trivial if and
only if

(x−2 − 1)(x−1 − 1)(x0 − 1) = 0 . (2.1)

Proof: Sufficiency. Assume that (2.1) holds. Then it follows from equation (1.1) that the
following conclusions hold.

i) If x−2 = 1, then xn = 1 for n ≥ 3;

ii) If x−1 = 1, then xn = 1 for n ≥ 1;

iii) If x0 = 1, then xn = 1 for n ≥ 2.

Necessity. Conversely, assume that

(x−2 − 1)(x−1 − 1)(x0 − 1) 6= 0 . (2.2)

Then one can show that
xn 6= 1 for any n ≥ 1.

Assume the contrary that for some N ≥ 1,

xN = 1 and that xn 6= 1 for − 2 ≤ n ≤ N − 1 . (2.3)

Clearly,
1 = xN =

xN−2 + xN−3 + a

xN−2xN−3 + 1 + a
,

which implies (xN−2 − 1)(xN−3 − 1) = 0, which contradicts (2.3).

Remark 2.2 Theorem 2.1 actually demonstrates that a positive solution {xn}∞n=−2 of equa-
tion (1.1) is eventually nontrivial if and only if (x−2− 1)(x−1− 1)(x0− 1) 6= 0. Therefore, if
a solution {xn}∞n=−2 is nontrivial, then xn 6= 1 for n ≥ −2.

Next we consider some properties of nontrivial solutions of equation (1.1).
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2.2 Oscillation and Non-oscillation

Before stating the oscillation and non-oscillation of solutions, we need the following key
lemma.

Lemma 2.3 For any nontrivial positive solution {xn}∞n=−2 of equation (1.1), the follow-
ing conclusions are true:

(a) (xn+1 − 1)(xn−1 − 1)(xn−2 − 1) < 0 for n ≥ 0;

(b) (xn+1 − xn−1)(xn−1 − 1) < 0 for n ≥ 0;

(c) (xn+1 − xn−2)(xn−2 − 1) < 0 for n ≥ 0.

Proof: In view of equation (1.1), we can see that

xn+1 − 1 = −(xn−1 − 1)(xn−2 − 1)

xn−1xn−2 + 1 + a
, n = 0, 1, 2, · · ·

and
xn+1 − xn−1 =

(1− xn−1)[a+ xn−2(1 + xn−1)]

xn−1xn−2 + 1 + a
, n = 0, 1, 2, · · · ,

from which inequalities (a) and (b) follow. The proof for inequality (c) is similar to that of
inequality (b). So the proof is complete.

Theorem 2.4 There exist non-oscillatory solutions of equation (1.1), which must be
eventually negative. There don’t exist eventually positive non-oscillatory solutions of equation
(1.1).

Proof: Consider a solution of equation (1.1) with x−2 < 1, x−1 < 1 and x0 < 1. We then
know from Lemma 2.3 (a) that xn < 1 for n ≥ −2. So, this solution is just a non-oscillatory
solution and furthermore eventually negative.

Suppose that there exist eventually positive non-oscillatory solutions of equation (1.1). Then,
there exists a positive integer N such that xn > 1 for n ≥ N . Thereout, for n ≥ N + 2,
(xn+1 − 1)(xn−1 − 1)(xn−2 − 1) > 0. This contradicts Lemma 2.3 (a). So, There don’t exist
eventually positive non-oscillatory solutions of equation (1.1), as desired.

We now analyze the rule for trajectory structure of strictly oscillatory solutions of equation
(1.1).

Theorem 2.5 Let {xn}∞n=−2 be a strictly oscillatory solution of equation (1.1). Then the
rule for the lengths of positive and negative semi-cycles of this solution to successively occur
is · · · , 3+, 2−, 1+, 1−, 3+, 2−, 1+, 1−, 3+, 2−, 1+, 1−, 3+, 2−, 1+, 1−, 3+, 2−, 1+,1−, 3+, 2−, 1+,
1−, · · · .
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Proof: By Lemma 2.3 (a), one can see that the length of a negative semi-cycle is not larger
than 2, whereas, the length of a positive semi-cycle is at most 3. Based on the strictly
oscillatory character of the solution, we see, for some integer p ≥ 0 , one of the following two
cases must occur:
Case 1: xp−2 > 1, xp−1 < 1, xp > 1;
Case 2: xp−2 > 1, xp−1 < 1, xp < 1.

If Case 1 occurs, it follows from Lemma 2.3 (a) that xp+1 > 1, xp+2 > 1, xp+3 < 1,
xp+4 < 1, xp+5 > 1, xp+6 < 1, xp+7 > 1, xp+8 > 1, xp+9 > 1, xp+10 < 1, xp+11 < 1,
xp+12 > 1, xp+13 < 1, xp+14 > 1, xp+15 > 1, xp+16 > 1, xp+17 < 1, xp+18 < 1, xp+19 > 1,
xp+20 < 1, xp+21 > 1, xp+22 > 1, xp+23 > 1, xp+24 < 1, xp+25 < 1, xp+26 > 1, xp+27 < 1,
xp+28 > 1, xp+29 > 1, xp+30 > 1, xp+31 < 1, xp+32 < 1, xp+33 > 1, xp+34 < 1, xp+35 > 1,
xp+36 > 1, xp+37 > 1, xp+38 < 1, xp+39 < 1, xp+40 > 1, xp+41 > 1, · · · , which means
that the rule for the lengths of positive and negative semi-cycles of the solution of equation
(1.1) to successively occur is · · · , 3+, 2−, 1+, 1−, 3+, 2−, 1+, 1−, 3+, 2−, 1+, 1−, 3+, 2−, 1+, 1−,
3+, 2−, 1+, 1−, 3+, 2−, 1+, 1−, · · · .

If Case 2 happens, then Lemma 2.3 (a) tells us that xp+1 > 1, xp+2 < 1, xp+3 > 1,
xp+4 > 1, xp+5 > 1, xp+6 < 1, xp+7 < 1, xp+8 > 1, xp+9 < 1, xp+10 > 1, xp+11 > 1,
xp+12 > 1, xp+13 < 1, xp+14 < 1, xp+15 > 1, xp+16 < 1, xp+17 > 1, xp+18 > 1, xp+19 > 1,
xp+20 < 1, xp+21 < 1, xp+22 > 1, xp+23 < 1, xp+24 > 1, xp+25 > 1, xp+26 > 1, xp+27 < 1,
xp+28 < 1, xp+29 > 1, xp+30 < 1, xp+31 > 1, xp+32 > 1, xp+33 > 1, xp+34 < 1, xp+35 < 1,
xp+36 > 1, xp+37 < 1, xp+38 > 1, xp+39 > 1, xp+40 > 1, xp+41 < 1, xp+42 < 1, xp+43 < 1,
xp+44 > 1, · · · . This shows the rule for the numbers of terms of positive and negative
semicycles of the solution of equation (1.1) to successively occur still is · · · 3+, 2−, 1+, 1−, 3+,
2−, 1+, 1−, 3+, 2−, 1+, 1−, 3+, 2−, 1+, 1−, 3+, 2−, 1+, 1−, 3+, 2−, 1+, 1−, · · · .

Hence, the proof is complete.

Remark 2.6 It is well known to all that the two cases in the proof of Theorem 2.5 are
caused by the perturbation of the initial around the equilibrium point. So, the theorem 2.5
actually indicates that the perturbation of the initial values may lead to the variation of the
trajectory structure rule for the solutions of equation (1.1).

2.3 Global Asymptotic Stability

First, we consider the local asymptotic stability for unique positive equilibrium point x̄ of
equation (1.1). We have the following results.

Theorem 2.7 Then the positive equilibrium of equation (1.1) is locally asymptotically
stable.
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Proof: The linearized equation of equation (1.1) about the positive equilibrium x̄ = 1 is

yn+1 = 0× yn + 0× yn−1 + 0× yn−2, n = 0, 1, · · · .

By virtue of [2, Remark 1.3.7], x̄ is locally asymptotically stable. The proof is complete.

We now are in a position to study the global asymptotic stability of positive equilibrium
point x̄.

Theorem 2.8 The positive equilibrium point of equation (1.1) is globally asymptotically
stable.

Proof: We must prove that the positive equilibrium point x̄ of equation (1.1) is both locally
asymptotically stable and globally attractive. Theorem 2.7 has shown the local asymptotic
stability of x̄. Hence, it remains to verify its global attractivity. That is, it suffices to prove
that every solution {xn}∞n=−3 of equation (1.1) converges to x̄ as n→∞, i.e., to prove

lim
n→∞

xn = x̄ = 1 . (2.4)

We can divide the solutions into two kinds of types.

i) Trivial solutions;

ii) Nontrivial solutions.

If the solution is a trivial solution, then it is obvious for (2.4) to hold because xn = 1

eventually.

If the solution is a nontrivial solution, then we can further divide the solution into two cases.

a) Non-oscillatory solution;

b) Oscillatory solution.

If case a) happens, then it follows from Theorem 2.4 that the solution is actually an eventually
negative one. Accordingly, there exists a positive integerN such that xn < 1 for n ≥ N . From
Lemma 2.3 (b), we know that two subsequences {x2n} and {x2n+1} of the solution {xn}∞n=−2

are increasing and have upper bound 1. So, the limits limn→∞ x2n and limn→∞ x2n+1 exist
and are finite, denoted by L and M , respectively. It is clear from equation (1.1) that

x2n+1 =
x2n−1 + x2n−2 + a

x2n−1x2n−2 + 1 + a
and x2n+2 =

x2n + x2n−1 + a

x2nx2n−1 + 1 + a
.

Taking limits on both sides of the above equalities produces

M =
M + L+ a

LM + 1 + a
and L =

L+M + a

LM + 1 + a
.
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Solving these two equations, we get L = M = 1. This manifests that (2.4) is valid for
non-oscillatory solutions.

Thus, it suffices to prove that (2.4) holds for the solution to be oscillatory, i.e., case b) occurs.

Consider now {xn} to be strictly oscillatory about the positive equilibrium point x̄ of equation
(1.1). By virtue of Theorem 2.5, we know that the rule for the lengths of positive and negative
semi-cycles which occur successively is · · · , 3+, 2−, 1+, 1−, 3+, 2−, 1+, 1−, 3+, 2−, 1+, 1−, · · · .

For simplicity, for some nonnegative integer p, we denote by {xp, xp+1, xp+2}+ the terms of
a positive semi-cycle of length three, followed by {xp+3, xp+4}− a negative semi-cycle with
length two, then a positive semi-cycle {xp+5}+ and a negative semi-cycle {xp+6}−, and so on.
Namely, the rule for the positive and negative semi-cycles of the solution to occur successively
can be periodically expressed as follows:
{xp+7n, xp+7n+1, xp+7n+2}+, {xp+7n+3, xp+7n+4}−, {xp+7n+5}+, {xp+7n+6}−, n = 0, 1, · · · .

From Lemma 2.3 (b) and (c) the following results can be derived straightforward:

(i) xp+7n+7 < xp+7n+5 < xp+7n+2 < xp+7n;

(ii) xp+7n+6 > max{xp+7n+4, xp+7n+3}.

From i), one can see that {xp+7n} is monotonically decreasing and has lower bound 1. So,
the limit limn→∞ xp+7n exists and is finite, denoted by L. Moreover, it follows from i) that

lim
n→∞

xp+7n+5 = lim
n→∞

xp+7n+2 = lim
n→∞

xp+7n = L . (2.5)

According to the taking values of variable in positive and negative semi-cycles and equation
(1.1), we also have

xp+7n+3 =
xp+7n+1 + xp+7n + a

xp+7n+1xp+7n + 1 + a
>

1

xp+7n+1

,

and

xp+7n+4 =
xp+7n+2 + xp+7n+1 + a

xp+7n+2xp+7n+1 + 1 + a
>

1

xp+7n+2

.

So, we further obtain

xp+7n+7 =
xp+7n+5 + xp+7n+4 + a

xp+7n+5xp+7n+4 + 1 + a
<

1

xp+7n+4

< xp+7n+2 (2.6)

and

xp+7n+8 =
xp+7n+6 + xp+7n+5 + a

xp+7n+6xp+7n+5 + 1 + a
<

1

xp+7n+6

<
1

xp+7n+3

< xp+7n+1 . (2.7)
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we see by (2.5) and (2.6) that limn→∞ xp+7n+4 = 1/L.

(2.7) indicates that {xp+7n+1} is monotonically decreasing and has lower bound 1. So, the
limit limn→∞ xp+7n+1 exists and is finite, denoted by M . Furthermore, it is clear from (2.7)
that

lim
n→∞

xp+7n+6 = lim
n→∞

xp+7n+3 =
1

M
. (2.8)

Now it’s sufficient for us to verify that L = M = 1. To this end, noting

xp+7n+6 =
xp+7n+4 + xp+7n+3 + a

xp+7n+4xp+7n+3 + 1 + a
,

taking the limits on both sides of the above equality, we obtain 1
M

= 1/L+1/M+a
1/L×1/M+1+a

. Solving
this equation, we can derive M = 1.

By taking the limits on both sides of

xp+7n+5 =
xp+7n+3 + xp+7n+2 + a

xp+7n+3xp+7n+2 + 1 + a
,

we have L = limn→∞ xp+7n+5 = 1.

Up to this, we have shown limn→∞ xp+7n+k = 1, k = 0, 1, 2 · · · , 6, which indicates limn→∞ xn =

1. So, the proof for Theorem 2.8 is complete.

2.4 Rule of Trajectory Structure

Finally, we can sum the general rule for the trajectory structure of solutions of equation
(1.1) as follows.

Theorem 2.9 The rule for the trajectory structure of any solution of equation (1.1) is
as follows.

I). The solution is either eventually trivial or;

II). The solution is eventually nontrivial and further either

II-1). The solution is eventually negative non-oscillatory or;

II-2). The solution is strictly oscillatory and moreover, the successive lengths for positive and
negative semi-cycles occur periodically with prime period 7 and in a period the rule is
3+, 2−, 1+, 1−.

The positive equilibrium point of equation (1.1) is a global attractor of all its solutions.

It follows from the results stated previously that Theorem 2.9 is true.
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Ishikawa Iterative Process with Errors for Generalized
Lipschitz Φ-Accretive Mappings in Uniformly Smooth
Banach Spaces1

ABSTRACT. Let E be a uniformly smooth real Banach space and T : E → E be generalized
Lipschitz Φ-accretive mapping with Φ(r) → +∞ as r → +∞. Let{an}, {bn}, {cn}, {a′n},
{b′n}, {c′n} be six real sequences in [0, 1] satisfying the following conditions: (i)an+ bn+ cn =

a′n + b′n + c′n = 1, (ii) lim
n→∞

bn = lim
n→∞

b′n = lim
n→∞

c′n = 0, (iii)
∞∑
n=0

bn = ∞, (iv)cn = o(bn).

For arbitrary x0 ∈ E, define the Ishikawa iterative process with errors {xn}∞n=0 by (ISE):
yn = a′nxn + b′nSxn + c′nvn, xn+1 = anxn + bnSyn + cnun, n ≥ 0. where S : E → E is defined
by Sx = f + x − Tx, f ∈ E, ∀x ∈ E. Assume that the equation Tx = f has solution and
{un}∞n=0 , {vn}

∞
n=0 are arbitrary two bounded sequences in E. Then the sequence {xn}∞n=0

converges strongly to the unique solution of the equation Tx = f . A related result deals
with approximation of fixed point of generalized Lipschitz Φ-pseudocontractive mapping.

KEY WORDS. Ishikawa iterative process with errors; generalized Lipschitz; Φ-accretive
mapping; Φ- pseudocontractive mapping; uniformly smooth Banach space.

1 Introduction

Let E be real Banach space and E∗ be the dual space on E. The normalized duality mapping
J : E → 2E

∗ is defined by

Jx = {f ∈ E∗ :< x, f >= ||x|| · ||f || = ||f ||2} (1.1)

for all x ∈ E, where < ·, · > denotes the generalized duality pairing. It is well known
that if E is an uniformly smooth Banach space, then J is single-valued and such that
J(−x) = −J(x), J(tx) = tJ(x) for all x ∈ E and t ≥ 0; and J is uniformly continuous on
any bounded subset of E. In the sequel we shall denote single-valued normalized duality

1Project supported by the National Science Foundation of China and Shijiazhuang Railway College Sci-
ences Foundation.
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mapping by j. By means of the normalized duality mapping J . In the following we give
some concepts.

Definition 1.1 Let E be real Banach space, and T : E ⊃ D(T ) → E be a mapping
with domain D(T ) and range R(T ). A mapping T is said to be strongly accretive if for any
x, y ∈ D(T ) there exists j(x− y) ∈ J(x− y) such that

< Tx− Ty, j(x− y) >≥ k‖x− y‖2 (1.2)

for some constant k ∈ (0, 1). A mapping T is called Φ-strongly accretive if for any x, y ∈
D(T ) there exists j(x− y) ∈ J(x− y) and a strictly increasing function Φ : [0,∞) → [0,∞)

with Φ(0) = 0 such that

< Tx− Ty, j(x− y) >≥ Φ(‖x− y‖)‖x− y‖ (1.3)

The mapping T is called Φ-accretive if, there exists a strictly increasing function Φ : [0,∞) →
[0,∞) with Φ(0) = 0, and for any x, y ∈ D(T ) there exists j(x− y) ∈ J(x− y) such that

< Tx− Ty, j(x− y) >≥ Φ(‖x− y‖) (1.4)

Recently, Zhou [6] proved the following result: Let X be real uniformly smooth Banach space.
Assume that A : X → X is Lipschitz Φ-strongly accretive mapping with Φ(r) → +∞ as
r → +∞. Let {αn}∞n=0 and {βn}∞n=0 be two real sequences in (0, 1) satisfying the conditions:

(i) 0 < αn ≤
1

4(1 + L1)2
, n ≥ 0, where L1 = 1 + L,L ≥ 1 is Lipschitz constant of A;

(ii) b(αn), βn → 0 as n→∞;

(iii)
∞∑
n=0

αn(1− αn) = ∞.

Assume that {un}∞n=0 , {vn}
∞
n=0 are two sequences in X satisfying condition: ‖un‖ = o(αn),

‖vn‖ → 0 as n → ∞, and ‖vn‖ ≤ 1,∀n ≥ 0. Define S : E → E by Sx = f + x − Tx, f ∈
X,∀x ∈ X. Then the Ishikawa iterative process {xn}∞n=0 x0 ∈ X by

x0 ∈ X,
yn = (1− βn)xn + βnTxn + vn, n ≥ 0,

xn+1 = (1− αn)xn + αnTyn + un, n ≥ 0.

converges strongly to the unique solution of the equation Tx = f . one question arises natu-
rally: If T neither is Lipschitzian nor has the bounded range , whether or not the Ishikawa
iterative sequence {xn}∞n=1 generated by converges strongly to the unique solution of the equa-
tion Tx = f . It is our purpose in this paper to solve the above part question by proving the
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following much more general result: If E is an uniformly smooth real Banach space. Assume
that T : E → E is Φ-accretive mapping, and T neither is Lipschizian nor has the bounded
range, then the Ishikawa iteration sequence with errors generated by converges strongly to
the unique solution of the equation Tx = f . For this, we need to give the following concept
and Lemma.

Definition 1.2 A mapping T : E → E is called a generalized Lipschitz mapping, if there
exists a constant L > 0 such that ‖Tx− Ty‖ ≤ L(1 + ‖Tx− Ty‖), ∀x, y ∈ E. Clear, every
Lipschitz mapping is generalized Lipschitz mapping. However, generalized Lipschitz mapping
must not be Lipschitz. See the following example.

Example Let E = (−∞,+∞) and T : E → E be

Tx =


x− 1, if x ∈ (−∞, 0),

x−
√

1− (x+ 1)2, if x ∈ [−1, 0),

x+
√

1− (x− 1)2, if x ∈ [0, 1],

x+ 1, if x ∈ (1,+∞).

Lemma 1.1 ([4]) Let E be a real Banach space, then for all x, y ∈ E, there exists
j(x+ y) ∈ J(x+ y) such that ||x+ y||2 ≤ ||x||2 + 2 < y, j(x+ y) >.

2 Main Results

Now we prove the main the results of this paper, In the sequel, we always assume that E is
a uniformly smooth real Banach space.

Theorem 2.1 Assume that T : E → E is generalized Lipschitz Φ-accretive mapping
with Φ(r) → +∞ as r → +∞. Let{an}, {bn}, {cn}, {a′n}, {b′n}, {c′n} be real sequences in
[0, 1] satisfying the following conditions:

(i) an + bn + cn = a′n + b′n + c′n = 1;

(ii) lim
n→∞

bn = lim
n→∞

b′n = lim
n→∞

c′n = 0;

(iii)
∞∑
n=0

bn = ∞;

(iv) cn = o(bn).

For arbitrary x0 ∈ E, define the Ishikawa iterative process with errors {xn}∞n=0 by (ISE):{
yn = a′nxn + b′nSxn + c′nvn,

xn+1 = anxn + bnSyn + cnun,
(2.1)
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where S : E → E is defined by Sx = f + x − Tx, ∀x ∈ E. Assume that the equation
Tx = f has solution and {un}∞n=0 , {vn}

∞
n=0 are arbitrary two bounded sequences in E. Then

the sequence {xn}∞n=0 converges strongly to the unique solution of the equation Tx = f .

Proof: Let q be the solution of the equation Tx = f , then q is the unique solution. Since T is
generalized Lipschitz Φ-accretive, then there exists L0 > 0 such that ‖Tx−Ty‖ ≤ L0(1+‖x−
y‖) and < Tx−Ty, J(x−y) >≥ Φ(‖x−y‖), for all x, y ∈ E, i.e., ‖Sx−Sy‖ ≤ L(1+‖x−y‖),
< Sx− Sy, J(x− y) >≤ ‖x− y‖2 − Φ(‖x− y‖), where L = 1 + L0. Especially, for ∀x ∈ E,
< Sx− Sq, J(x− q) >≤ ‖x− q‖2 − Φ(‖x− q‖). Observe that (ISE) equivalent form{

yn = (1− βn)xn + βnSxn + Vn + c′n(q − xn)

xn+1 = (1− αn)xn + αnSyn + Un + cn(q − xn)
(2.2)

where Vn = c′n(vn − q), Un = cn(un − q), βn = b′n, αn = bn. Then ‖Vn‖ → 0 as n → ∞,
‖Un‖ = o(bn). From form (2.2), we obtain that

‖yn − q‖ = ‖(1− βn)(xn − q) + βn(Sxn − Sq) + Vn + c′n(q − xn)‖
≤ (1− βn + βnL+ c′n)‖xn − q‖+ βnL+ ‖Vn‖ ,

(2.3)

‖xn+1 − q‖ = ‖(1− αn)(xn − q) + αn(Syn − Sq) + Un + cn(q − xn)‖
≤ (1− αn + αnL(1− βn + βnL+ c′n) + cn)‖xn − q‖
+ αn(L+ βnL

2 + L‖Vn‖) + ‖Un‖ .

(2.4)

Furthermore, we have the following estimates

2cn‖xn − q‖ · ‖xn+1 − q‖ ≤ 2cn(1− αn + αnL(1− βn + βnL+ c′n) + cn)‖xn − q‖2

+ 2cn(αn(L+ βnL
2 + L‖vn‖) + ‖Un‖)‖xn − q‖

≤ Rn‖xn − q‖2 + Pn ,

(2.5)

where Rn = 2cn(1−αn +αnL(1− βn + βnL+ c′n) + cn) + cn(αn(L+ βnL
2 +L‖Vn‖) + ‖Un‖),

Pn = cn(αn(L+ βnL
2 + L‖Vn‖) + ‖Un‖). And have

2 (‖Vn‖+ c′n‖xn − q‖) ‖yn − q‖
≤ 2(‖Vn‖+ c′n‖xn − q‖)((1− βn + βnL+ c′n)‖xn − q‖+ βnL+ ‖Vn‖)
≤ 2c′n((1− βn + βnL+ c′n)‖xn − q‖2 + 2‖Vn‖(βnL+ ‖Vn‖))
+ 2(‖Vn‖(1− βn + βnL+ c′n) + c′n(βnL+ ‖vn‖)‖xn − q‖
≤ 2c′n((1− βn + βnL+ c′n)‖xn − q‖2 + 2‖Vn‖(βnL+ ‖Vn‖))
+ (‖Vn‖(1− βn + βnL+ c′n) + c′n(βnL+ ‖Vn‖)(1 + ‖xn − q‖2)

≤ ((2c′n + ‖Vn‖)(1− βn + βnL+ c′n) + c′n(βnL+ ‖Vn‖))‖xn − q‖2)

+ (‖Vn‖(1− βn + βnL+ c′n) + (c′n + 2‖Vn‖)(βnL+ ‖Vn‖)
= Gn‖xn − q‖2 +Hn

(2.6)
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where Gn = (2c′n + ‖Vn‖)(1 − βn + βnL + c′n) + c′n(βnL + ‖Vn‖), Hn = (‖Vn‖(1 − βn +

βnL + c′n) + (c′n + 2‖Vn‖)(βnL + ‖Vn‖). Set An =
∥∥∥J ( xn+1−q

1+‖xn−q‖

)
− J

(
yn−q

1+‖xn−q‖

)∥∥∥, Dn =∥∥∥J ( yn−q
1+‖xn−q‖

)
− J

(
xn−q

1+‖xn−q‖

)∥∥∥, then An → 0, Dn → 0 as n → ∞. Indeed
{

yn−q
1+‖xn−q‖

}∞
n=0

,{
xn−q

1+‖xn−q‖

}∞
n=0

, and
{

xn+1−q
1+‖xn−q‖

}∞
n=0

are all bounded, and
∥∥∥ xn+1−q

1+‖xn−q‖ −
yn−q

1+‖xn−q‖

∥∥∥ → 0,∥∥∥ yn−q
1+‖xn−q‖ −

xn−q
1+‖xn−q‖

∥∥∥→ 0 as n→∞. Applying uniformly continuity of J on any bounded
subset, hence An → 0, Dn → 0 as n→∞. Using Lemma 1.1 and (2.4), (2.5), we may obtain

‖xn+1 − q‖2 = ‖(1− αn)(xn − q) + αn(Syn − Sq) + Un + cn(q − xn)‖2

≤ (1− αn)
2‖xn − q‖2 + 2αn < Syn − Sq, J(xn+1 − q) >

+ 2 < Un, J(xn+1 − q) > +2cn < q − xn, J(xn+1 − q) >

≤ (1− αn)
2‖xn − q‖2 + 2αn < Syn − Sq, J(yn − q) >

+ 2αn < Syn − Sq, J(xn+1 − q)− J(yn − q) >

+ 2‖Un‖ · ‖xn+1 − q‖+ 2cn‖xn − q‖ · ‖xn+1 − q‖
≤ (1− αn)

2‖xn − q‖2 + 2αn(‖yn − q‖2 − Φ(‖yn − q‖)) (2.7)

+ 2αn < Syn − Sq, J

(
xn+1 − q

1 + ‖xn − q‖

)
− J

(
yn − q

1 + ‖xn − q‖

)
> (1 + ‖xn − q‖)

+ 2‖Un‖(1− αn + αnL(1− βn + βnL+ c′n) + cn)‖xn − q‖
+ 2‖Un‖(αnL+ αnβnL

2 + αnL‖Vn‖+ ‖Un‖) +Rn‖xn − q‖2 + Pn

≤ (1− αn)
2‖xn − q‖2 + 2αn(‖yn − q‖2 − Φ(‖yn − q‖))

+ 2αnAnL(1 + ‖yn − q‖)(1 + ‖xn − q‖) + En + Pn +Rn‖xn − q‖2

+ 2‖Un‖(1− αn + αnL(1− βn + βnL))‖xn − q‖

where En = 2‖Un‖(αnL+ αnβnL
2 + αnL‖Vn‖+ ‖Un‖). Furthermore,

2‖Un‖(1− αn + αnL(1− βn + βnL+ c′n) + cn)‖xn − q‖
≤ ‖Un‖((1− αn + αnL(1− βn + βnL+ c′n) + cn)

2 + ‖xn − q‖2)

≤ ‖Un‖M1 + ‖Un‖‖xn − q‖2 ,

(2.8)

2αnAnL(1 + ‖yn − q‖)(1 + ‖xn − q‖)
≤ 2αnAnL((1− βn + βnL+ c′n)‖xn − q‖+ 1 + βnL+ ‖vn‖)(1 + ‖xn − q‖)
≤ 4αnAnL(1 + βnL+ c′n)(1 + ‖xn − q‖2)

= Fn‖xn − q‖2 + Fn

(2.9)

where M1 = sup {(1− αn + αnL(1− βn + βnL+ c′n) + cn)
2}. Fn = 4αnAnL(1 + βnL + c′n).

Substituting (2.8) and (2.9) in (2.7), we have

‖xn+1 − q‖2 ≤ ((1− αn)
2 + Fn +Rn + ‖Un‖)‖xn − q‖2 + En + Fn

+ Pn + ‖Un‖M1 + 2αn(‖yn − q‖2 − Φ(‖yn − q‖)) .
(2.10)
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Again using Lemma 1.1 and (2.6), we obtain

‖yn − q‖2 ≤ (1− βn)
2‖xn − q‖2 + 2βn < Sxn − Sq, J(yn − q) >

+ 2(‖Vn‖+ c′n‖xn − q‖)‖yn − q‖
≤ (1− βn)

2‖xn − q‖2 + 2βn < Sxn − Sq, J(yn − q)− J(xn − q) >

+ 2βn < Sxn − Sq, J(xn − q) > +Gn‖xn − q‖2 +Hn

≤ (1 + β2
n +Gn)‖xn − q‖2 − 2βnΦ(‖xn − q‖) +Hn

+ 2βn < Sxn − Sq, J

(
yn − q

1 + ‖xn − q‖

)
− J

(
xn − q

1 + ‖xn − q‖

)
> (1 + ‖xn − q‖)

≤ (1 + β2
n +Gn)‖xn − q‖2 − 2βnΦ(‖xn − q‖) +Hn

+ 2β‖Sxn − Sq‖Dn(1 + ‖xn − q‖
≤ (1 + β2

n +Gn + 4βnDnL)‖xn − q‖2

+Hn + 4βnDnL− 2βnΦ(‖xn − q‖) .
(2.11)

Substituting (2.11) in (2.10), get

‖xn+1 − q‖2 ≤ (1 + α2
n + Fn +Rn + ‖Un‖+ 2αn(β

2
n +Gn + 4βnDnL))

× ‖xn − q‖2 + En + Fn + Pn + ‖Un‖M1 + 2αnHn

+ 8αnβnDnL− 2αnΦ(‖yn − q‖))
− 4αnβnΦ(‖xn − q‖)‖xn − q‖)
≤ ‖xn − q‖2 + In‖xn − q‖2 + 2αn(On − Φ(‖yn − q‖))

(2.12)

where In = α2
n + Fn + Rn + ‖Un‖ + 2αn(β

2
n + Gn + 4βnDnL), On = (En + Fn + Pn +

‖Un‖M1 + 2αnHn + 8αnβnDnL)/2αn. Base on definition of S, for any ∀x ∈ E, < Sx −
Sq − x + q, J(x − q) >≤ −Φ(‖x − q‖). Thus, Φ(‖x − q‖) ≤ ‖x − Sx‖. Any choose
x0 ∈ E such that ‖x0 − Sx0‖ 6= 0, i.e,x0 6= q. If x0 = q, then we are done. Suppose
this is not the case, then have ‖x0 − q‖ ≤ Φ−1(‖x0 − Sx0‖). Since αn, βn → 0 (n →
∞), so that In = o(αn), On = o(αn), ‖Un‖ = o(αn) and ‖Vn‖ → 0(n → ∞), there exists
positive integer N such that αn < Φ−1(‖x0−Sx0‖)

4(1+L+L2)Φ−1(‖x0−Sx0‖)+2L2+4L
, βn < 2Φ−1(‖x0−Sx0‖)

3(1+L)Φ−1(‖x0−Sx0‖)+3L
,

‖Un‖ < Φ−1(‖x0−Sx0‖)
2

, ‖Vn‖ < min
{

1, Φ−1(‖x0−Sx0‖)
6

}
, 1− βn − βnL− c′n >

3
4
, βnL + ‖Vn‖ <

Φ−1(‖x0−Sx0‖)
6

, In(2Φ−1(‖x0−Sx0‖))2
2αn

+On <
Φ

„
Φ−1(‖x0−Sx0‖)

2

«
2

. For all n ≥ N . Suppose ‖xN −q‖ ≤
2Φ−1(‖x0−Sx0‖) holds, we prove ‖xN+1− q‖ ≤ 2Φ−1(‖x0−Sx0‖). Assume that this is not
true, then ‖xN+1 − q‖ > 2Φ−1(‖x0 − Sx0‖). From (2.2) we may get (1 − αN)‖xN − q‖ ≥
‖xN+1 − q‖ − αN‖xN − SyN‖ − ‖UN‖ − cN‖xN − q‖ (N is enough big, 1 − αN + cN < 1).
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We also obtain the following inequality:

‖xN − q‖ ≥ ‖xN+1 − q‖ − αN‖xN − SyN‖ − ‖UN‖
≥ 2Φ−1(‖x0 − Sx0‖)
− αN(2(1 + L+ L2)Φ−1(‖x0 − Sx0‖) + L2 + 2L)− ‖UN‖
≥ Φ−1(‖x0 − Sx0‖)

and

‖yN − q‖ ≥ (1− βN)‖xN − q‖ − βNL‖xN − q‖ − βNL− ‖VN‖ − c′N‖xN − q‖
= (1− βN − βNL− c′N)‖xN − q‖ − βNL− ‖VN‖

≥ Φ−1(‖x0 − Sx0‖)
2

,

so that Φ(‖yN − q‖) ≥ Φ(Φ−1(‖x0−Sx0‖)
2

). Using (2.12) and above relevant form, we compute
as follows:

‖xN+1 − q‖2 ≤ ‖xN − q‖2 + IN‖xN − q‖2 + 2αN(ON − Φ(‖yN − q‖))

≤ ‖xN − q‖2 + 2αN(
IN‖xN − q‖2

2αN
+ON − Φ(‖yN − q‖))

≤ ‖xN − q‖2 − αNΦ(
Φ−1(‖x0 − Sx0‖)

2
)

≤ ‖xN − q‖2 ≤ (2Φ−1(‖x0 − Sx0‖))2 .

contradicting with assumption. By induction, so sequence {‖xn − q‖}∞n=0 is bounded, there-
fore {‖yn − q‖}∞n=0 is also bounded. Set W = sup {‖xn − q‖} + sup {‖yn − q‖}, Qn =
InW 2

2αn
+On. Then using (2.12), we have

‖xn+1 − q‖2 ≤ ‖xn − q‖2 + 2αn

(
In‖xn − q‖2

2αn
+On − Φ(‖yn − q‖)

)
≤ ‖xn − q‖2 + 2αn(Qn − Φ(‖yn − q‖))
= ‖xn − q‖2 + αn(2Qn − Φ(‖yn − q‖))− αnΦ(‖yn − q‖)) .

(2.13)

In the following we prove that lim
n→∞

inf ‖yn − q‖ = 0 holds. If not true. Let lim
n→∞

inf ‖yn −
q‖ = 2δ > 0. Then, there exists an integer N1 such that ‖yn − q‖ ≥ δ, ∀n ≥ N1, i.e.,
Φ(‖yn− q‖) ≥ Φ(δ). Since Qn → 0(n→∞), there exists positive integer N2 > N1 such that
Qn ≤ Φ(δ),∀n ≥ N2. The implies that Qn ≤ Φ(‖yn − q‖). Hence, for all n ≥ N2, we obtain
that

‖xn+1 − q‖2 ≤ ‖xn − q‖2 − αnΦ(‖yn − q‖)) ≤ ‖xn − q‖2 − αnΦ(δ) .

This implies that

Φ(δ)
∞∑

n=N2

αn ≤
∞∑

n=N2

(‖xn − q‖2 − ‖xn+1 − q‖2) ≤ ‖xN2 − q‖2 <∞
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contradicting with condition (iii) of Theorem. So there exists a infty subsequence{
ynj

− q
}∞
j=0

of {yn − q}∞n=0. Again from (2.2), get ‖ynj
−q‖ ≥ (1−βnj

−βnj
L−c′nj

)‖xnj
−q‖−

βnj
L−‖Vnj

‖, so that lim
j→∞

‖xnj
−q‖ = 0. Hence, for any ∀ε > 0, there exists a positive integer

nj0 , such that ‖xnj
−q‖ < ε, αnj

(LW+L)+‖Unj
‖ < ε

4
, (βnj

+βnj
L+c′nj

)W+(βnj
L+‖Vnj

‖) <
ε
4
, for all nj > nj0 . Again choose a positive integer N0 ≥ nj0 such that Qn < Φ( ε

2
)1

2
, for all

n > N0. Next, we want to prove: for arbitrary ∀m ≥ 1,‖xnj+m − q‖ < ε, nj > nj0 . First,
we prove that ‖xnj+1 − q‖ < ε. If it is not the case, then there exists nj1 > nj0 such that
‖xnj1

+1 − q‖ < ε. Using (2.2) again, we have

‖xnj1
+1 − q‖ ≤ (1− αnj1

)‖xnj1
− q‖+ αnj1

‖Synj1
− Sq‖+ ‖Unj1

‖+ cnj1
‖xnj1

− q‖
≤ (1− αnj1

+ cnj1
)‖xnj1

− q‖+ αnj1
L(1 + ‖ynj1

− q‖) + ‖Unj1
‖

≤ ‖xnj1
− q‖+ αnj1

L(1 +W ) + ‖Unj1
‖

≤ ‖xnj1
− q‖+

ε

4

lead to ‖xnj1
− q‖ > ‖xnj1

+1 − q‖ − ε
4
> 3ε

4
. And we get also

‖ynj1
− q‖ ≥ (1− βnj1

)‖xnj1
− q‖ − βnj1

L(‖xnj1
− q‖+ 1)− ‖Vnj1

‖ − c′nj1
‖xnj1

− q‖

≥ ‖xnj1
− q‖ − (βnj1

+ βnj1
L+ c′nj1

)‖xnj1
− q‖ − (βnj1

L+ ‖Vnj1
‖)

>
3ε

4
− (βnj1

+ βnj1
L+ c′nj1

)W − (βnj1
L+ ‖Vnj1

‖)

>
ε

2
.

Hence Φ(‖ynj1
− q‖) > Φ( ε

2
). By (2.12), we obtain that

ε2 ≤ ‖xnj1
+1 − q‖2

≤ ‖xnj1
− q‖2 + 2αnj1

(Qnj1
− Φ(‖ynj1

− q‖))

< ε2 + 2αnj1
(Φ(

ε

2
)
1

2
− Φ(

ε

2
))

= ε2 − αnj1
Φ(
ε

2
)
1

2

≤ ε2

contradiction. By induction, we obtain that ‖xnj+m − q‖ < ε. This show that xn → q

as n → ∞. About case
∞∑
n=0

‖Un‖ < ∞, repeating above-mentioned course, we can get the

conclusion. Completing proof of Theorem 2.1. 2

Remark 1 Theorem 2.1 contains a good number of the known results as its special cases.
In particular, if the mapping T considered here satisfies one of the following assumptions: (i)
T : K → K is a Lipschitzian. (ii) T has the bounded range. Then T satisfied the conditions
of Theorem 2.1.



Ishikawa Iterative Process with Errors 93

Remark 2 It is well known that T is strongly pseudocontractive (Φ-strongly pseudocon-
tractive, Φ-pseudocontractive)if and only if (I−T ) is strongly accertive (Φ-strongly accretive,
Φ-accretive), where I denotes the identity operator. In the following we give about the results
of Φ-pseudocontractive.

Theorem 2.2 Let K be nonempty closed convex subset of E and T : K → K be gener-
alized Lipschitz Φ-pseudocontractive mapping. Assume that Φ(r) → +∞ as r → +∞ and
F (T ) 6= ∅. Let {an}, {bn}, {cn}, {a′n}, {b′n}, {c′n} be six real sequences in [0, 1] satisfying
the following conditions:

(i) an + bn + cn = a′n + b′n + c′n = 1;

(ii) lim
n→∞

bn = lim
n→∞

b′n = lim
n→∞

c′n = 0;

(iii)
∞∑
n=0

bn = ∞;

(iv) cn = o(bn) or
∞∑
n=0

cn < +∞.

For arbitrary x0 ∈ K, define the Ishikawa iterative process with errors {xn}∞n=0 by (ISE):{
yn = a′nxn + b′nTxn + c′nvn,

xn+1 = anxn + bnTyn + cnun,
(2.14)

Suppose {un}∞n=0 , {vn}
∞
n=0 are arbitrary two bounded sequences in K. Then the sequence

{xn}∞n=0 converges strongly to the unique fixed point of T .

Proof: Applying Theorem 2.1, we obtain directly conclusion of Theorem 2.2. 2

Remark 3 Our two Theorems extend the main known results from Lipschitzian or the
boundedness range to more general class of neithe Lipschitzian nor the range boundedness
mappings, and also from strongly pseudocontractive (accretive) to Φ- pseudocontractive
(accretive).
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Convergence of an iterative scheme
due to Agarwal et al.

ABSTRACT. In this paper, we are concerned with the study of an iterative scheme with
errors due to Agarwal et al [1] associated with two mappings satisfying certain condition. We
approximate the common fixed points of these two mappings by weak and strong convergence
of the scheme in a uniformly convex Banach space under a certain condition.

KEY WORDS AND PHRASES. Iterative Scheme with Errors, Common Fixed Point, Con-
dition (AU-N), Condition (AR), Weak and Strong Convergence

1 Introduction

Let C be a nonempty convex subset of a normed space E and S, T : C → C be two
mappings. Xu [15] introduced the following iterative schemes known as Mann iterative
scheme with errors and Ishikawa iterative scheme with errors:

(1) The sequence {xn} defined byx1 ∈ C,

xn+1 = anxn + bnTxn + cnun, n ≥ 1,
(1.1)

where {an}, {bn}, {cn} are sequences in [0, 1] such that an + bn + cn = 1 and {un} is a
bounded sequence in C, is known as Mann iterative scheme with errors. This scheme
reduces to Mann iterative scheme [8] if cn = 0, i.e.,x1 ∈ C,

xn+1 = (1− bn)xn + bnTxn, n ≥ 1,
(M)

where {bn} is a sequence in [0, 1].
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(2) The sequence {xn} defined by
x1 ∈ C,

xn+1 = anxn + bnTyn + cnun,

yn = a′nxn + b′nTxn + c′nvn, n ≥ 1,

(1.2)

where {an}, {bn}, {cn}{a′n}, {b′n}, {c′n} are sequences in [0, 1] satisfying an + bn + cn =

1 = a′n + b′n + c′n and {un}, {vn} are bounded sequences in C, is known as Ishikawa
iterative scheme with errors. This scheme becomes Ishikawa iterative scheme [5] if
cn = 0 = c′n, i.e., 

x1 ∈ C,

xn+1 = (1− bn)xn + bnTyn,

yn = (1− b′n)xn + b′nTxn, n ≥ 1,

(I)

where {bn}, {b′n} are sequences in [0, 1].

A generalization of Mann and Ishikawa iterative schemes [5, 8] was given by Das and
Debata [4] and Takahashi and Tamura [13]. This scheme dealt with two mappings:

x1 ∈ C,

xn+1 = (1− bn)xn + bnSyn

yn = (1− bn)xn + bnTxn, n ≥ 1.

(1.3)

In [1] Agarwal et al introduced the following scheme for quasi-contractive mappings as
follows.

(3) The sequence {xn}, in this case, is defined by
x1 ∈ C,

xn+1 = anxn + bnSyn + cnun,

yn = a′nxn + b′nTxn + c′nvn, n ≥ 1,

(1.4)

where {an}, {bn}, {cn}{a′n}, {b′n}, {c′n} are sequences in [0, 1] with an + bn + cn = 1 =

a′n + b′n + c′n and {un}, {vn} are bounded sequences in C.

A Banach space E is said to satisfy Opial’s condition [9] if for any sequence {xn} in
E, xn ⇀ x implies that ‖xn − x‖ < lim supn→∞ ‖xn − y‖ for all y ∈ E with y 6= x.

A mapping T : C → E is called demiclosed with respect to y ∈ E if for each sequence
{xn} in C and each x ∈ E, xn ⇀ x and Txn → y imply that x ∈ C and Tx = y.

Next we state the following useful lemmas.
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Lemma 1 [11] Suppose that E is a uniformly convex Banach space and 0 < p ≤ tn ≤
q < 1 for all positive integers n. Also suppose that {xn} and {yn} are two sequences of E

such that lim supn→∞ ‖xn‖ ≤ r, lim supn→∞ ‖yn‖ ≤ r and limn→∞ ‖tnxn + (1− tn)yn‖ = r

hold for some r ≥ 0. Then limn→∞ ‖xn − yn‖ = 0.

Lemma 2 [14] Let {sn}, {tn} be two nonnegative sequences satisfying

sn+1 ≤ sn + tn for all n ≥ 1.

If
∑∞

n=1 tn <∞ then limn→∞ sn exists.

Lemma 3 [2] Let E be a uniformly convex Banach space satisfying Opial’s condition and
let C be a nonempty closed convex subset of E. Let T be a nonexpansive mapping of C into
itself. Then I − T is demiclosed with respect to zero.

Nonexpansive mappings since their introduction have been extensively studied by many
authors in different frames of work. One is the convergence of iteration schemes constructed
through nonexpansive mappings.

Recently Khan et al presented the following results in [6].

Definition 1 Two mappings S, T : C → C where C a subset of E, are said to satisfy
condition (A′) if there exists a nondecreasing function f : [0,∞) → [0,∞) with f(0) =

0, f(r) > 0 for all r ∈ (0,∞) such that 1
2
(‖x− Tx‖+ ‖x− Sx‖) ≥ f(d(x, F )) for all x ∈ C

where d(x, F ) = inf{‖x− x∗‖ : x∗ ∈ F = F (S) ∩ F (T )}.

Lemma 4 Let E be a normed space and C its nonempty bounded convex subset. Let
S, T : C → C be nonexpansive mappings. Let {xn} be the sequence as defined in (1.4) with∑∞

n=1 cn <∞ and
∑∞

n=1 c
′
n <∞. If F (S)∩F (T ) 6= φ, then limn→∞ ‖xn − x∗‖ exists for all

x∗ ∈ F (S) ∩ F (T ).

Lemma 5 Let E be a uniformly convex Banach space and C its nonempty bounded closed
convex subset. Let S, T : C → C be nonexpansive mappings and {xn} be the sequence as
defined in (1.4) with 0 < δ ≤ bn, b

′
n ≤ 1 − δ < 1,

∑∞
n=1 cn < ∞ and

∑∞
n=1 c

′
n < ∞. If

F (S) ∩ F (T ) 6= φ, then limn→∞ ‖Sxn − xn‖ = 0 = limn→∞ ‖Txn − xn‖.

Lemma 6 Let E be a uniformly convex Banach space satisfying the Opial’s condition
and C, S, T and {xn} be as taken in Lemma 5. If F (S) ∩ F (T ) 6= φ , then {xn} converges
weakly to a common fixed point of S and T.

Lemma 7 Let E be a uniformly convex Banach space and C, {xn} be as taken in Lemma 5.
Let S, T : C → C be two nonexpansive mappings satisfying condition (A′). If F (S)∩F (T ) 6=
φ, then {xn} converges strongly to a common fixed point of S and T.
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The following observations about the results of Khan et al [6] have been made.

1: In [6] the authors claimed that, the iterative scheme (1.4) is new. Infect it is studied
by Agarwal et al in [1].

2: Unfortunately, just as in [10], one cannot directly deduce the Mann type convergence
theorems for one mapping due to the condition 0 < δ ≤ b′n ≤ 1− δ < 1 (similar to the
condition 1− βn < 1− ε, ε > 0 in [10]).

3: To say that S and T are nonexpansive (separately) is meaningless, the classical defini-
tion of two nonexpansive mappings is stated as follows: Two mappings S, T : C → C

are said to be nonexpansive, if

‖Sx− Ty‖ ≤ ‖x− y‖ , (AU-N)

for all x, y ∈ C. For S = T, we get the usual definition of nonexpansive mappings.

4: In [6] the authors stated that, {un}, {vn} are bounded sequences in C, while they are
taking C as bounded. Hence {un}, {vn} should be arbitrary sequences in C (just as in
[3]).

In this paper, we study the iterative scheme given in (1.4) for weak and strong convergence
for two mappings satisfying (AU-N) in a uniformly convex Banach space. In order to prove
our results, we do not need C to be bounded. We also remove the condition 0 < δ ≤ b′n ≤
1− δ < 1. Similar results for usual Ishikawa iterations for one mapping can be obtained, and
consequently results including of Schu [11] can be recapture.

2 Main Results

In this section, we shall prove the weak and strong convergence of the iteration scheme (1.4)
to a common fixed point of two mappings S and T satisfying (AU-N). Let F (T ) denote the
set of all fixed points of T. We first prove the following lemmas.

Lemma 8 Let E be a normed space and C its nonempty convex subset. Let S, T : C →
C be two mappings satisfying (AU-N). Let {xn} be the sequence as defined in (1.4) with∑∞

n=1 cn <∞ and
∑∞

n=1 c
′
n <∞. If F (S)∩F (T ) 6= φ, then limn→∞ ‖xn − x∗‖ exists for all

x∗ ∈ F (S) ∩ F (T ).

Proof: Assume that

M = max{sup
n≥1

‖un − x∗‖ , sup
n≥1

‖vn − x∗‖},
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and F (S) ∩ F (T ) 6= φ. Let x∗ ∈ F (S) ∩ F (T ). Then

‖xn+1 − x∗‖ = ‖anxn + bnSyn + cnun − x∗‖
= ‖an(xn − x∗) + bn(Syn − x∗) + cn(un − x∗)‖
≤ an ‖xn − x∗‖+ bn ‖Syn − x∗‖+ cn ‖un − x∗‖
≤ (1− bn) ‖xn − x∗‖+ bn ‖Syn − Tx∗‖+Mcn

≤ (1− bn) ‖xn − x∗‖+ bn ‖yn − x∗‖+Mcn. (2.1)

‖yn − x∗‖ = ‖a′nxn + b′nTxn + c′nvn − x∗‖
= ‖a′n(xn − x∗) + b′n(Txn − x∗) + c′n(vn − x∗)‖
≤ a′n ‖xn − x∗‖+ b′n ‖Txn − x∗‖+ c′n ‖vn − x∗‖
≤ (1− b′n) ‖xn − x∗‖+ b′n ‖Txn − Sx∗‖+Mc′n

≤ (1− b′n) ‖xn − x∗‖+ b′n ‖xn − x∗‖+Mc′n

= ‖xn − x∗‖+Mc′n. (2.2)

Substituting (2.2) in (2.1) yields

‖xn+1 − x∗‖ ≤ ‖xn − x∗‖+M(bnc
′
n + cn).

Using Lemma 2, limn→∞ ‖xn − x∗‖ exists for each x∗ ∈ F (S)∩F (T ), and the sequence {xn}
is bounded.

Lemma 9 Let E be a uniformly convex Banach space and C its nonempty closed convex
subset. Let S, T : C → C be two mappings satisfying (AU-N) and {xn} be the sequence as
defined in (1.4) with {bn} ⊂ [δ, 1− δ] for some δ ∈ (0, 1), lim

n→∞
sup b′n < 1,

∑∞
n=1 cn <∞ and∑∞

n=1 c
′
n <∞. If F (S) ∩ F (T ) 6= φ, then limn→∞ ‖Sxn − xn‖ = 0 = limn→∞ ‖Txn − xn‖.

Proof: Assume that

M1 = max{sup
n≥1

‖xn − x∗‖ , sup
n≥1

‖un − x∗‖ , sup
n≥1

‖vn − x∗‖}.

By Lemma 8, limn→∞ ‖xn − x∗‖ exists. Suppose limn→∞ ‖xn − x∗‖ = c for some c ≥ 0.

Taking limsup on both the sides of (2.2), we have

lim sup
n→∞

‖yn − x∗‖ ≤ c. (2.3)

Next consider

‖Syn − x∗ + cn(un − xn)‖ ≤ ‖Syn − x∗‖+ cn ‖un − xn‖
≤ ‖Syn − Tx∗‖+ 2M1cn

≤ ‖yn − x∗‖+ 2M1cn.
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Taking limsup on both the sides in the above inequality and then using (2.3), we get that

lim sup
n→∞

‖Syn − x∗ + cn(un − xn)‖ ≤ c.

Also

‖xn − x∗ + cn(un − xn)‖ ≤ ‖xn − x∗‖+ cn ‖un − xn‖
≤ ‖xn − x∗‖+ 2M1cn,

gives that

lim sup
n→∞

‖xn − x∗ + cn(un − xn)‖ ≤ c.

Further, limn→∞ ‖xn+1 − x∗‖ = c means that

lim
n→∞

‖(1− bn)(xn − x∗ + cn(un − xn)) + bn(Syn − x∗ + cn(un − xn))‖ = c.

Hence applying Lemma 1, we obtain that

lim
n→∞

‖xn − Syn‖ = 0. (2.4)

Next consider

‖xn − Txn‖ ≤ ‖xn − Syn‖+ ‖Syn − Txn‖
≤ ‖xn − Syn‖+ ‖yn − xn‖ . (2.5)

‖yn − xn‖ = ‖a′nxn + b′nTxn + c′nvn − xn‖
≤ b′n ‖xn − Txn‖+ c′n ‖vn − xn‖
≤ b′n ‖xn − Txn‖+ 2M1c

′
n. (2.6)

Substituting (2.6) in (2.5), we get

‖xn − Txn‖ ≤ ‖xn − Syn‖+ b′n ‖xn − Txn‖+ 2M1c
′
n,

implies

‖xn − Txn‖ ≤
1

1− b′n
‖xn − Syn‖+ 2M1

c′n
1− b′n

,

gives us with the help of condition lim
n→∞

sup b′n < 1,

lim
n→∞

‖xn − Txn‖ = 0. (2.7)
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Now observe that

‖xn+1 − Sxn+1‖ = ‖anxn + bnSyn + cnun − Sxn+1‖
= ‖(1− bn)xn + bnSyn + cn(un − xn)− Sxn+1‖
= ‖(1− bn)(xn − Sxn+1) + bn(Syn − Sxn+1) + cn(un − xn)‖
≤ (1− bn) ‖xn − Sxn+1‖+ bn ‖Syn − Sxn+1‖+ cn ‖un − xn‖
≤ (1− bn)(‖xn − xn+1‖+ ‖xn+1 − Sxn+1‖)

+bn(‖Syn − Txn‖+ ‖Txn − Sxn+1‖) + 2M1cn

≤ (1− bn)(‖xn − xn+1‖+ ‖xn+1 − Sxn+1‖)
+bn(‖yn − xn‖+ ‖xn − xn+1‖) + 2M1cn

= ‖xn − xn+1‖+ (1− bn) ‖xn+1 − Sxn+1‖+ bn ‖yn − xn‖
+2M1cn,

implies

‖xn+1 − Sxn+1‖ ≤ 1

bn
‖xn − xn+1‖+ ‖yn − xn‖+ 2M1

cn
bn

≤ 1

δ
‖xn − xn+1‖+ ‖yn − xn‖+ 2M1

cn
δ
. (2.8)

Also

‖xn − xn+1‖ = ‖xn − anxn + bnSyn + cnun‖
≤ bn ‖xn − Syn‖+ cn ‖un − xn‖
≤ (1− δ) ‖xn − Syn‖+ 2M1cn. (2.9)

Substituting (2.6) and (2.9) in (2.8) yields

‖xn+1 − Sxn+1‖ ≤
1− δ

δ
‖xn − Syn‖+ b′n ‖xn − Txn‖+ 4M1

cn
δ

+ 2M1c
′
n,

implies
lim
n→∞

‖xn+1 − Sxn+1‖ = 0.

Thus
lim
n→∞

‖xn − Sxn‖ = 0.

Hence
lim
n→∞

‖Sxn − xn‖ = 0 = lim
n→∞

‖Txn − xn‖.

This completes the proof of the lemma.

Theorem 1 Let E be a uniformly convex Banach space satisfying the Opial’s condition
and C, S, T and {xn} be as taken in Lemma 9. If F (S) ∩ F (T ) 6= φ, then {xn} converges
weakly to a common fixed point of S and T.
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Proof: Let x∗ ∈ F (S)∩ F (T ). Then as proved in Lemma 8, limn→∞ ‖xn − x∗‖ exists. Now
we prove that {xn} has a unique weak subsequential limit in F (S) ∩ F (T ). To prove this,
let z1 and z2 be weak limits of the subsequences {xni

} and {xnj
} of {xn}, respectively. By

Lemma 9, limn→∞ ‖xn−Sxn‖ = 0 and I−S is demiclosed with respect to zero by Lemma 3,
therefore we obtain Sz1 = z1. Similarly, Tz1 = z1. Again in the same way, we can prove that
z2 ∈ F (S) ∩ F (T ). Next, we prove the uniqueness. For this suppose that z1 6= z2, then by
the Opial’s condition

lim
n→∞

‖xn − z1‖ = lim
ni→∞

‖xni
− z1‖

< lim
ni→∞

‖xni
− z2‖

= lim
n→∞

‖xn − z2‖

= lim
nj→∞

‖xnj
− z2‖

< lim
nj→∞

‖xnj
− z1‖

= lim
n→∞

‖xn − z1‖.

This is a contradiction. Hence {xn} converges weakly to a point in F (S) ∩ F (T ).

The following condition is due to Senter and Dotson [12].

Definition 2 A mapping T : C → C where C is a subset of E, is said to satisfy condition
(A) if there exists a nondecreasing function f : [0,∞) → [0,∞) with f(0) = 0, f(r) > 0

for all r ∈ (0,∞) such that ‖x− Tx‖ ≥ f(d(x, F (T ))) for all x ∈ C where d(x, F (T )) =

inf{‖x− x∗‖ : x∗ ∈ F (T )}.

Senter and Dotson [12] approximated fixed points of a nonexpansive mapping T by Mann
iterates. Later on, Maiti and Ghosh [7] and Tan and Xu [14] studied the approximation of
fixed points of a nonexpansive mapping T by Ishikawa iterates under the same condition (A)

which is weaker than the the requirement that T is demicompact.

We modify the condition (A) and (A′) for two mappings S, T : C → C as follows:

Definition 3 Two mappings S, T : C → C where C a subset of E, are said to satisfy
condition (AR) if there exists a nondecreasing function f : [0,∞) → [0,∞) with f(0) =

0, f(r) > 0 for all r ∈ (0,∞) and λ ∈ [0, 1] such that λ ‖x− Tx‖ + (1 − λ) ‖x− Sx‖ ≥
f(d(x, F )) for all x ∈ C where d(x, F ) = inf{‖x− x∗‖ : x∗ ∈ F = F (S) ∩ F (T )}.

Note that condition (AR) reduces to condition (A) when S = T and (A′) if we take λ = 1
2
.

We shall use condition (AR) instead of compactness of C to study the strong convergence
of {xn} defined in (1.4). It is worth noting that in case of two mappings S, T : C → C

satisfying (AU-N), condition (AR) is weaker than the compactness of C.
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Theorem 2 Let E be a uniformly convex Banach space and C, S, T and {xn} be as
taken in Lemma 9. Further let S, T : C → C be two mappings satisfying condition (AR). If
F (S) ∩ F (T ) 6= φ, then {xn} converges strongly to a common fixed point of S and T.

Proof: By Lemma 8, limn→∞ ‖xn − x∗‖ exists for all x∗ ∈ F (S)∩F (T ). Let it be c for some
c ≥ 0. If c = 0, there is nothing to prove. Suppose c > 0. By Lemma 9, limn→∞ ‖Sxn−xn‖ =

0 = limn→∞ ‖Txn − xn‖. Moreover, ‖xn+1 − x∗‖ ≤ ‖xn − x∗‖ + M(bnc
′
n + cn) for all x∗ ∈

F (S)∩F (T ). This implies that d(xn+1, F ) ≤ d(xn, F )+(bnc
′
n+cn) gives that limn→∞ d(xn, F )

exists by virtue of Lemma 2. Now by condition (AR), limn→∞ f(d(xn, F ) = 0. Since f is a
nondecreasing function and f(0) = 0, therefore limn→∞ d(xn, F ) = 0. The rest of proof is
the same as provided by Tan and Xu [14].

Lemma 10 Let E be a normed space and C its nonempty convex subset. Let S, T :

C → C be two mappings satisfying (AU-N) and {xn} be the sequence as defined in (1.3). If
F (S) ∩ F (T ) 6= φ, then limn→∞ ‖xn − x∗‖ exists for all x∗ ∈ F (S) ∩ F (T ).

Lemma 11 Let E be a uniformly convex Banach space and C its nonempty closed convex
subset. Let S, T : C → C be two mappings satisfying (AU-N) and {xn} be the sequence
as defined in (1.3) with {bn} ⊂ [δ, 1 − δ] for some δ ∈ (0, 1) and lim

n→∞
sup b′n < 1. If

F (S) ∩ F (T ) 6= φ, then limn→∞ ‖Sxn − xn‖ = 0 = limn→∞ ‖Txn − xn‖.

Theorem 3 Let E be a uniformly convex Banach space satisfying the Opial’s condition
and C, S, T and {xn} be as taken in Lemma 11. If F (S)∩ F (T ) 6= φ , then {xn} converges
weakly to a common fixed point of S and T.

Theorem 4 Let E be a uniformly convex Banach space and C, S, T and {xn} be as
taken in Lemma 11. Further let S, T : C → C be two mappings satisfying condition (AR).

If F (S) ∩ F (T ) 6= φ, then {xn} converges strongly to a common fixed point of S and T.

Lemma 12 Let E be a normed space and C its nonempty convex subset. Let T : C → C

be a nonexpansive mapping and {xn} be the sequence as defined in (M) with {bn} ⊂ [δ, 1− δ]
for some δ ∈ (0, 1). If F (T ) 6= φ, then limn→∞ ‖xn − x∗‖ exists for all x∗ ∈ F (T ).

Lemma 13 Let E be a uniformly convex Banach space and C its nonempty closed convex
subset. Let T : C → C be a nonexpansive mapping and {xn} be the sequence as defined in
(M) with {bn} ⊂ [δ, 1− δ] for some δ ∈ (0, 1). If F (T ) 6= φ, then limn→∞ ‖Txn − xn‖ = 0.

Theorem 5 Let E be a uniformly convex Banach space satisfying the Opial’s condition
and C, T and {xn} be as taken in Lemma 13. If F (T ) 6= φ , then {xn} converges weakly to
a fixed point of T.
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Theorem 6 Let E be a uniformly convex Banach space and C, T and {xn} be as taken
in Lemma 13. Furthere let T : C → C be a nonexpansive mapping satisfying condition (A).

If F (T ) 6= φ, then {xn} converges strongly to a fixed point of T.
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