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Takagi’s continuous nowhere differentiable function
and binary digital sums

ABSTRACT. In this paper we derive functional relations and explicit representations at
dyadic points for Takagi’s continuous nowhere differentiable function T and also for functions
which are connected with T . As consequence we get formulas for binary digital sums, namely
the Trollope-Delange formula for the number of ones, a formula counting the zeros as well
as a formula for the alternating sum of digits.
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1 Introduction

In 1903, T. Takagi [10] discovered an example of a continuous, nowhere differentiable function
that was simpler than a well-known example of K. Weierstrass. Takagi’s function T is defined
by

T (x) =
∞∑
n=0

∆ (2nx)

2n
(x ∈ R) (1.1)

where ∆(x) = dist (x,Z) is an 1-periodic function. T is given for 0 ≤ x ≤ 1 by the following
system of functional equations

T
(x

2

)
=
x

2
+

1

2
T (x), T

(
1 + x

2

)
=

1− x
2

+
1

2
T (x). (1.2)

This function is connected with the well-known formula of Trollope-Delange for the sum of
digits, cf. [11], [4]. Let k ∈ N have the binary expansion

k =
k′∑
j=0

aj2
j (aj ∈ {0, 1}) (1.3)
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with k′ = [log2 k], and let s1(k) = a0 + a1 + . . . + ak′ the number of ones then it holds the
Trollope-Delange formula

1

n

n−1∑
k=0

s1(k) =
1

2
log2 n+ F1 (log2 n) (1.4)

where F1(u) is a continuous, 1-periodic, nowhere differentiable function. In [4] was also de-
termined the Fourier expansion of F1. In [6] it was given a new proof of the Trollope-Delange
formula by means of the Mellin transforms. We show that formula (1.4) is a consequence of
functional relations for T and that the periodic function F1(u) for u ≤ 0 is representable by

F1(u) = −u
2
− 1

2u+1
T (2u) (u ≤ 0)

where T is Takagi’s continuous nowhere differentiable function (Theorem 2.1). We shall verify
the well-known bounds minF1 = log 3

log 4
− 1, maxF1 = 0 and determine the local maxima of

F1(u) (Proposition 2.5).

If s0(k) denotes the number of zeros in the binary expansion (1.3) of k then it holds

1

n

n−1∑
k=1

s0(k) =
1

2
log2 n+

1

n
+ F0 (log2 n)

where F0 is a continuous, 1-periodic, nowhere differentiable function which is given by

F0(u) =
1− u

2
− 21−u +

1

2u
T (2u−1) (0 ≤ u < 1)

(Theorem 3.2). It holds minF0 = −1 and maxF0 = log 3
log 4
− 3

2
(Proposition 3.3).

Moreover, for the alternating binary sum

s̃(k) =
k′∑
j=0

(−1)jaj (1.5)

with k from (1.3) we show that

1

n

n−1∑
k=1

s̃(k) = F̃ (log4 n)

where F̃ is a continuous, 1-periodic, nowhere differentiable function which is connected with
Takagi’s function as follows:

F̃ (u) =
1

22u+1
T̃ (4u) (u ≤ 0)

where

T̃ (x) = T (x) +
∞∑
n=1

(−1)n
T (2nx)

2n−1
(x ∈ R)



Takagi’s continuous nowhere differentiable function . . . 39

(Theorem 5.1). Finally, we investigate several properties of F̃ . The bounds of F̃ are min F̃ =

0 and max F̃ = 1
2
. We show that the zero set of F̃ is a Cantor set of Lebesgue measure 0

and that F̃ satisfies the functional equation

F̃ (u) + F̃

(
u+

1

2

)
=

1

2
(u ∈ R)

(Proposition 5.5).

2 The binary sum-of-digit function

In [7] it was shown that for ` ∈ N, k = 0, 1, . . . , 2` − 1 and x ∈ [0, 1], the Takagi function T
satisfies the functional equations

T

(
k + x

2`

)
= T

(
k

2`

)
+
`− 2s1(k)

2`
x+

1

2`
T (x) (2.1)

and that the representation

T
( n

2`

)
=
n`

2`
− 1

2`−1

n−1∑
k=0

s1(k) (2.2)

with n = 0, . . . , 2` is a consequence of (2.1).

Formula (2.2) implies that for n ≤ 2` the binary sum-of-digit function

S1(n) =
n−1∑
k=0

s1(k) (2.3)

can be represented by

S1(n) =
n`

2
− 2`−1T

( n
2`

)
(2.4)

where T is the Takagi function given by (1.1). In particular, for n = 2` we find from (2.4)
in view of T (1) = 0 that S1(2

`) = `2`−1. We show that the formula of Trollope-Delange is a
consequence of (2.4).

Theorem 2.1 It holds Trollope-Delange formula (1.4) where F1 is a continuous, 1-
periodic, nowhere differentiable function which is given by

F1(u) = −u
2
− 1

2u+1
T (2u) (u ≤ 0). (2.5)

Proof: According to the first equation in (1.2) the function

f1(x) = −1

2

{
log2 x+

1

x
T (x)

}
(0 < x ≤ 1) (2.6)



40 M. Krüppel

has for 0 < x ≤ 1
2
the property f1(2x) = f1(x) so that it can be extended for all positive x

by
f1(2x) = f1(x) (x > 0). (2.7)

We show that for n ∈ N it holds

1

n
S1(n) =

1

2
log2 n+ f1(n). (2.8)

For given n we choose ` so large that n < 2`. From (2.4) we find in view of (2.6) and (2.7)

1

n
S1(n) =

`

2
− 2`−1

n
T
( n

2`

)
=

1

2
log2 n−

1

2

{
log2

( n
2`

)
+

2`

n
T
( n

2`

)}
=

1

2
log2 n+ f1

( n
2`

)
=

1

2
log2 n+ f1(n).

If we put
F1(u) = f1(2

u) (u ∈ R) (2.9)

then (2.7) is equivalent to F1(u+ 1) = F1(u). Moreover, (2.8) turns over into (1.4) and (2.6)
yields (2.5). �

According to (2.9) the functions F1 and f1 have the same bounds.

Proposition 2.2 For the function f1 : (0, 1] 7→ R from (2.6) we have max f1 = 0 where
f1(x) = 0 if and only if x = 1

2` with ` ∈ N0. Furthermore, min f1 = log 3
log 4
− 1 and we have

f1(x) = min f1 exactly for x = 2
3

1
2` with ` ∈ N0.

Proof: In view of (2.7) we only have to consider an interval of the form (a, 2a] with any
a ∈ (0, 1

2
].

1. First we show that for x ∈ (1
2
, 1) we have f1(x) < 0 = f1(1) which in view of (2.6) is

equivalent to
T (x) > −x log2 x.

We consider the partial sum T2(x) = ∆(x) + 1
2
∆(2x) of (1.1), which satisfies

T2(x) =


1
2

for 1
2
≤ x ≤ 3

4

2(1− x) for 3
4
≤ x ≤ 1,
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and T (x) > T2(x) for x ∈ (1
2
, 1). For the function f(x) = −x log2 x we have f(1

2
) = T2(

1
2
) = 1

2

and f(1) = T2(1) = 0. It follows in view of f ′(1
2
) = 1− 1

log 2
< 0 and f ′(1) = − 1

log 2
> −2 and

the convexity of f that T2(x) > f(x) for 1
2
< x < 1. Consequently, f1(x) < 0 for 1

2
< x < 1.

2. Let c = f1(
2
3
) = log 3

log 4
− 1. We show that f1(x) > c for 1

3
< x < 2

3
, i.e.

−1

2

{
log2 x+

1

x
T (x)

}
> c

which is equivalent to

x log2 x+ T (x) + 2cx < 0

(
1

3
< x <

2

3

)
.

Since maxT = 2
3
the inequality is true if the function

g(x) = x log2 x+
2

3
+ 2cx

has the property g(x) < 0 for 1
3
< x < 2

3
. But this is valid since g is strictly convex and

g(1
3
) = g(2

3
) = 0. �

In order to determine the local maxima of f1 we shall show the

Lemma 2.3 Let a = k
2` and b = k+1

2` with ` ∈ N and 2`−1 ≤ k < 2`. Then for x =

ta+ (1− t)b with 0 ≤ t ≤ 1 we have the inequality

T (x)

x
≥ t

T (a)

a
+ (1− t)T (b)

b
. (2.10)

Proof: If this inequality is valid for t = 1
2
then it follows by induction that it is valid for all

dyadic t = m
2n ∈ (0, 1) and hence for all t ∈ (0, 1) in view of continuity of T . So it is sufficient

to prove (2.10) only for t = 1
2
.

In case ` = 1 we have k = 1, i.e. a = 1
2
, T (a) = 1

2
, b = 1, T (b) = 0, x = 3

4
, T (x) = 1

2
, so that

(2.10) is true for t = 1
2
.

In the following let ` ≥ 2. If we put A = T (a) and B = T (b) then for x = a+b
2

we get from
(2.1) that T (x) = A+B

2
+ b−a

2
, and (2.10) with t = 1

2
reads

A+B
2

+ b−a
2

a+b
2

≥ A

2a
+
B

2b
.

A simple calculation yields that this inequality is equivalent to

A

a
≤ B

b
+ 2. (2.11)
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According to (2.1) we have

B = A+
`− 2s1(k)

2`

and hence
A

a
=
B

a
+

2s1(k)− `
k

.

Because of 1
k

= 1
k+1

+ 1
k(k+1)

we have 1
a

= 1
b

+ 1
kb

and so inequality (2.11) is satisfied whenever

B

kb
+

2s1(k)− `
k

≤ 2

i.e. 1
b
B + 2s1(k)− ` ≤ 2k. This is true for ` ≥ 2 since b > 1

2
, B ≤ maxT = 2

3
, i.e. 1

b
B < 4

3
,

and s1(k) ≤ k. �

Proposition 2.4 The function f1 from (2.6) has exactly at the dyadic points k
2` (` ∈

N, k ∈ {1, . . . , 2`}) local maxima.

Proof: In [7] it was shown that for dyadic points x = k
2` (` ∈ N, k ∈ {1, . . . , 2`}) there exists

the limit
lim
h→0

T (x+ h)− T (x)

|h| log2
1
|h|

= 1.

For the function f1 from (2.6) by simple calculation it follows

lim
h→0

f1(x+ h)− f1(x)

|h| log2
1
|h|

= − 1

2x
.

Consequently, for dyadic x = k
2` it holds

lim
h→0

f1(x+ h)− f1(x)

|h|
= −∞

which implies that f1 has at x a local maximum (top).

Now let x be a nondyadic point where by (2.7) we can assume that x ∈ (1
2
, 1). Then for ` ∈ N

there is an integer k = k(`) with 2`−1 ≤ k < 2` such that k
2` < x < k+1

2` , i.e. x = ta+ (1− t)b
with a = k

2` , b = k+1
2` and a certain t ∈ (0, 1).

We show that f1(x) < tf1(a) + (1− t)f1(b) which by (2.6) is equivalent to

log2 x+
T (x)

x
> t

{
log2 a+

T (a)

a

}
+ (1− t)

{
log2 b+

T (b)

b

}
. (2.12)

By Lemma 2.3 it holds (2.10) and for the concave function log2 x we have for 0 < t < 1

log2 x > t log2 a+ (1− t) log2 b.
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Addition with (2.10) yields (2.12), so that indeed f1(x) < tf1(a) + (1 − t)f1(b). It follows
f1(x) < max {f1(a), f1(b)} so that f1 cannot have a local maximum at x. �

It follows from (2.7), (2.9), Proposition 2.2 and Proposition 2.4

Proposition 2.5 The continuous, 1-periodic function F1(u) in the formula (1.4) of
Trollope-Delange has in [0, 1) its maximum exactly at umax = 0 with F1(0) = 0, and its
minimum exactly at umin = 2− log 3

log 2
= 0, 4150 with F1(umin) = log 3

log 4
−1 = −0, 2075. The local

maxima are exactly the numbers log k
log 2

+ ` (k ∈ N, ` ∈ Z).

As consequence of formula (1.4) we have the well-known inequality (cf. [5], [3], [8], [9]):

1

2
log2 n− c1 <

1

n
S1(n) ≤ 1

2
log2 n (2.13)

with the optimal constant c1 = 1− log 3
log 4

.

1
0

K0,25

Figure 1: The graph of F1(u).

3 Counting zeros

In order to determine the number of zeros in binary expansion first we compute the number
of all digits. Let a(k) denote the number of all digits in the binary expansion of k, i.e.
a(k) = ` if 2` ≤ k < 2`+1. We state a formula for the sum

A(n) =
n−1∑
k=1

a(k). (3.1)
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Proposition 3.1 For the number of all digits in the binary representations of the inte-
gers 1, 2, . . . , n− 1 we have

1

n
A(n) = log2 n+

1

n
+ F (log2 n) (3.2)

where F is a continuous, 1-periodic function which is given by

F (u) = 1− u− 21−u (0 ≤ u < 1). (3.3)

Proof: Obviously, A(2`) = 1 + 2 · 2 + 3 · 22 + . . .+ ` · 2`−1. In view of

1 + 2t+ 3t2 + . . .+ `t`−1 =
(`+ 1)t`(t− 1)− (t`+1 − 1)

(t− 1)2
(t 6= 1)

we get
A(2`) = (`+ 1)2` − 2`+1 + 1 = (`− 1)2` + 1.

For 0 ≤ m ≤ 2` we have A(2` +m) = A(2`) +m(`+ 1), i.e.

A(2` +m) = (`− 1)2` + 1 +m(`+ 1) = `(2` +m)− 2` + 1 +m.

Write n = 2` + m = 2`(1 + x) with 0 ≤ x < 1 we get in view of 2`

n
= 1

1+x
and m

n
= n−2`

n
=

1− 1
1+x

1

n
A(n) = `− 2`

n
+
m+ 1

n

= log2 n+ log2

(
2`

n

)
− 2`

n
+

1

n
+
m

n

= log2 n+
1

n
+

{
1− log2(1 + x)− 2

1 + x

}
.

This yields the assertion since in view of the periodicity of F we have for n = 2`(1 + x)

F (log2 n) = F (log2{2`(1 + x)}) = F (log2(1 + x)) = F (u)

with 1 + x = 2u (0 ≤ u < 1). �

Theorem 3.2 For k ∈ N0 let s0(k) denote the number of zeros of k in the binary repre-
sentation of k. Then it holds

1

n

n−1∑
k=1

s0(k) =
1

2
log2 n+

1

n
+ F0 (log2 n) (3.4)

where F0 is a continuous, 1-periodic, nowhere differentiable function which is given by

F0(u) =
1− u

2
− 21−u +

1

2u
T (2u−1) (0 ≤ u < 1). (3.5)
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Proof: We have s0(n) = a(n) − s1(n) where a(n) counts the number of all digits of n in
the binary expansion and s1(n) counts the number of ones. Formulas (1.4) and (3.2) im-
ply (3.4) with F0(u) = F (u)−F1(u). The representation (3.5) follows from (2.5) and (3.3). �

Proposition 3.3 The continuous, 1-periodic function F0(u) in formula (3.4) has in
[0, 1) its maximum exactly at umax = 2 − log 3

log 2
with F0(umax) = log 3

log 4
− 3

2
= −0, 707519, and

its minimum exactly at umin = 0 with F0(0) = −1.

Proof: Put 2u−1 = x in (3.5) we see that F0(u) has in [0, 1) the same bounds as

f0(x) = −1

2
log2 x−

1

x
+

1

2x
T (x)

in [1
2
, 1). For x = 1+t

2
with 0 ≤ t < 1 we get in view of (1.1)

f0

(
1 + t

2

)
= −1

2
log2(1 + t) +

1

2
− 2

1 + t
+

1

1 + t

{
1− t

2
+

1

2
T (t)

}
= −1

2
log2(1 + t)− 1

1 + t
+

1

2(1 + t)
T (t).

1. Let c0 = f0(
2
3
) = log 3

log 4
− 3

2
. We show that for 0 ≤ t < 1 we have f0(

1+t
2

) ≤ f0(
2
3
) = c0, i.e.

−1

2
log2(1 + t)− 1

1 + t
+

1

2(1 + t)
T (t) ≤ c0

where we have equality if and only if t = 1
3
. The last inequality is equivalent to T (t) ≤ g(t)

where
g(t) = 2 + 2c0(1 + t) + (1 + t) log2(1 + t).

The derivative g′(t) = 2c0+ 1+log(1+t)
log 2

is strictly increasing with g′(1
3
) = 1

log 2
−1. For 0 ≤ t < 1

3

we get by (1.2) with x = 2t that T (t) = t + 1
2
T (2t) ≤ t + 1

3
= T (1

3
) − (1

3
− t) where we

have used that maxT = 2
3

= T (1
3
). In view of T (1

3
) = g(1

3
) and g′(t) < g′(1

3
) < 1 for

0 ≤ t < 1
3
it follows T (t) < g(t) for these t. Moreover for 1

3
< t < 1 we have g(1

3
) < g(t) since

g′(t) > g′(1
3
) > 0. For these t it holds T (t) ≤ T (1

3
) so that in view of g(1

3
) = T (1

3
) indeed we

have g(t) < T (t) for 1
3
< t < 1.

2. We have to show that for 0 < t < 1 we have f0(
1+t
2

) > f0(
1
2
) = −1, i.e.

−1

2
log2(1 + t)− 1

1 + t
+

1

2(1 + t)
T (t) > −1

which is equivalent to

T (t)− (1 + t) log2(1 + t) + 2t > 0 (0 < t < 1).
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From (1.1) we get T (t) ≥ ∆(t) + 1
2
∆(2t) ≥ 2t(1 − t) for 0 ≤ t ≤ 1 so that the inequality is

true if the function

h(t) = 2t(1− t)− (1 + t) log2(1 + t) + 2t

has the property h(t) > 0 for 0 < t < 1. Since

h′(t) = 4− 4t− log(1 + t) + 1

log 2
, h′′(t) = −4− 1

(1 + t) log 2
< 0,

h is strictly concave in [0, 1] and by h(0) = h(1) = 0 it follows h(t) > 0 for 0 < t < 1. �

So we have
1

2
log2 n+

1

n
− 1 ≤ 1

n
S0(n) <

1

2
log2 n+

1

n
+ c0

with the optimal constant c0 = log 3
log 4
− 3

2
.

0 1

K0,5

K1

Figure 2: The graph of F0(u).

4 The alternating sum

Besides of (1.1) we also consider the alternating series

T̃ (x) =
∞∑
n=0

(−1)n
∆ (2nx)

2n
(x ∈ R) (4.1)
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which can be written as

T̃ (x) = T+(x)− T−(x) (x ∈ R) (4.2)

where

T+(x) =
∞∑
n=0

∆(22nx)

22n
, T−(x) =

∞∑
n=0

∆(22n+1x)

22n+1
=

1

2
T+(2x). (4.3)

Proposition 4.1 The function T̃ from (4.1) is continuous, 1-periodic and nowhere dif-
ferentiable. It can be expressed by the Takagi function T as follows:

T̃ (x) = T (x) +
∞∑
n=1

(−1)n
T (2nx)

2n−1
(x ∈ R). (4.4)

Proof: . Obviously, representation (4.1) implies that T̃ is continuous and 1-periodic. Further

T̃ (x) =
∞∑
ν=0

aνg(bνx)

with a = 1
4
, b = 4 and g(x) = ∆(x)− 1

2
∆(2x) which is piecewise linear (polygonal) but not

constant. Since T̃ is not polygonal it follows by Behrend [1], Theorem III on p. 477, that T̃
is nowhere differentiable.

From (4.3) and (1.1) we get T (x) = T+(x) + T−(x). Hence

T+(x) = T (x)− T−(x) = T (x)− 1

2
T+(2x)

Iteration gives

T+(x) = (−1)m
1

2m
T+(2mx) +

m−1∑
n=0

(−1)n
T (2nx)

2n

for every m ∈ N and x ∈ R. As T+ is bounded we get

T+(x) =
∞∑
n=0

(−1)n
T (2nx)

2n
.

Now from (4.2) and (4.3) it follows the assertion. �

Proposition 4.2 For ` ∈ N and k ∈ {0, 1, . . . , 4`−1} the function T̃ from (4.1) satisfies
the functional equations

T̃

(
k + x

4`

)
= T̃

(
k

4`

)
+
s̃(k)

22`−1
x+

1

4`
T̃ (x) (0 ≤ x ≤ 1) (4.5)

where s̃(k), given by (1.5), denotes the alternating sum of digits of the number k in the binary
representation. Moreover, for n ∈ {1, . . . , 4`} we have

T̃
( n

4`

)
=

1

22`−1

n−1∑
k=0

s̃(k). (4.6)
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Proof: First we show that the function T+ from (4.3) satisfies the functional equation

T+

(
k + x

4`

)
= T+

(
k

4`

)
+
`− 2s−(k)

4`
x+

1

4`
T+(x) (0 ≤ x ≤ 1) (4.7)

where s−(k) = a1 + a3 + . . . denotes the sum of the digits a2j+1 with 2j + 1 ≤ k′ of the
number k in the binary representation (1.3). Since ∆(m) = 0 for m ∈ N0 we get from (4.3)
that

T+

(
k

4`

)
=

`−1∑
n=0

∆(4n k
4` )

4n

and hence

T+

(
k + x

4`

)
− T+

(
k

4`

)
=

`−1∑
n=0

∆(4n k+x
4` )−∆(4n k

4` )

4n
+
∞∑
n=`

∆(4n k+x
4` )

4n
.

For n ≥ ` we find with m = n− ` ≥ 0 that ∆(4n k+x
4` ) = ∆(4mk+4mx) = ∆(4mx) so that the

last sum in the last equation is equal to 1
4`T+(x). For n = 0, . . . , `− 1 there is no integer in

the open interval (4n k
4` , 4

n k+1
4` ), and hence the both numbers 4n k+x

4` and 4n k
4` belong to the

same interval [m,m+ 1
2
] or [m+ 1

2
,m+ 1] (m ∈ N0) since 0 ≤ x ≤ 1. Since ∆(·) is linear in

each of these intervals we find that

∆(4n k+x
4` )−∆(4n k

4` )

4n
= εn

x

4`

where εn = +1 whenever 4n k
4` ∈ [m,m + 1

2
) and where εn = −1 elsewhere. If k has the

binary representation (1.3) then k′ < 2` since k < 22` and

k =
2∑̀
j=0

aj2
j

with aj = 0 for k′ < j ≤ 2` for which we also write shortly k = a2`a2`−1 . . . a0. Because of
4n k

4` = a2` . . . a2`−2n, a2`−2n−1 . . . a0 for 0 ≤ n ≤ ` − 1 we have εn = −1 when a2`−2n−1 = 1

which happens s−(k) times, and εn = +1 when a2`−2n−1 = 0 which happens `− s−(k) times.
This yields

`−1∑
n=0

εn = −s−(k) + `− s−(k) = `− 2s−(k)

and hence (4.7) is proved.

Analogously one can show for T− from (4.3) the relation

T−

(
k + x

4`

)
= T−

(
k

4`

)
+
`− 2s+(k)

4`
x+

1

4`
T−(x) (0 ≤ x ≤ 1) (4.8)

where s+(k) = a0 +a2 + . . . denotes the sum of the digits a2j of k in the representation (1.3).
Obviously, the alternating sum (1.5) can be written as s̃(k) = s+(k) − s−(k) so that (4.7)
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and (4.8) imply (4.5) in view of (4.2). Finally, equation (4.6) follows by summation from
(4.5) in view of T̃ (0) = T̃ (1) = 0. �

5 Alternating binary sums

Equation (4.6) yields for the alternating sum (1.5) the sum formula

n−1∑
k=0

s̃(k) = 22`−1T̃
( n

4`

)
(5.1)

provided that n ≤ 4`. We want to determine a formula which is independent of `.

Theorem 5.1 For the alternating sum (1.5) it holds the formula

1

n

n−1∑
k=0

s̃(k) = F̃ (log4 n) (5.2)

where F̃ is a continuous, 1-periodic, nowhere differentiable function. This function is given
by

F̃ (u) =
1

22u+1
T̃ (4u) (u ≤ 0) (5.3)

where T̃ is given by (4.1) or (4.4) .

Proof: By Proposition 4.1 the representations (4.1) and (4.4) are equivalent. Writing (4.1)
in the form

T̃
(x

4

)
= ∆

(x
4

)
− 1

2
∆
(x

2

)
+

1

4
T̃ (x) (x ∈ R)

we see that for 0 ≤ x ≤ 1 it holds

T̃
(x

4

)
=

1

4
T̃ (x).

Hence, the function

f̃(x) =
1

2x
T̃ (x) (0 < x ≤ 1) (5.4)

satisfies the equation
f̃
(x

4

)
= f̃(x) (0 < x ≤ 1),

and we can continue this function for all x > 0 such that

f̃(4x) = f̃(x) (x > 0). (5.5)
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It is easy to see that for n ∈ N we have

1

n

n−1∑
k=0

s̃(k) = f̃(n). (5.6)

For given n we choose ` so large that n < 4`. From (5.1) divided by n we find

1

n

n−1∑
k=0

s̃(k) =
22`−1

n
T̃
( n

4`

)
= f̃

( n
4`

)
= f̃(n)

where we have used (5.4) and (5.5). If we put

F̃ (u) = f̃(4u) (u ∈ R) (5.7)

then (5.5) is equivalent to F̃ (u + 1) = F̃ (u), (5.4) turns over into (5.3) and (5.6) yields
formula (5.2). Finally, from (5.3) we see that F̃ (u) is nowhere differentiable since T̃ has this
property, cf. Proposition 4.1. �

In order to obtain more information on the functions f̃ and F̃ , we need the following result
of [2], p. 1005-1007 (cf. in particular formula (3.5) and the representations of x−, x+ on p.
1007).

Lemma 5.2 ([2]) For a > 2 the set of numbers

x = (a− 1)
∞∑
ν=1

ξν
aν

(ξν ∈ {0, 1}) (5.8)

form a perfect Cantor set F ⊂ [0, 1] of Lebesgue measure zero. The complement G = [0, 1]\F
is an open Cantor set of measure |G| = 1. This set consists of all numbers of the form

x = (a− 1)
n∑
ν=0

ξν
aν

+
t

an+1
(1 < t < a− 1).

Lemma 5.3 Let x be a number in [0, 1]. Then for all k ∈ N0 it holds the inequality

∆(4kx) ≤ 1

4

if and only if x is representable in the form

x =
∞∑
n=1

ηn
4n

(ηn ∈ {0, 3}). (5.9)
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Proof: Assume that x has the form (5.9). We show that for k ∈ N0 we have

|4kx− nk| ≤
1

4

where nk is the integer

nk = ηk+1 +
k∑

n=1

4k−nηn. (5.10)

In the case ηk+1 = 0 it is nk ≤ 4kx, and in view of (5.9), (5.10) and ην ≤ 3 we have

4kx− nk =
∞∑

n=k+2

ηn
4n−k

≤ 3

42

∞∑
m=0

1

4m
=

1

4
.

In the case ηk+1 = 3 it is nk ≥ 4kx, and in view of the (5.9), (5.10) and ην ≥ 0 we have the
estimate

nk − 4kx = 1−
∞∑

n=k+1

ηn
4n−k

≤ 1− 3

4
=

1

4
.

If x is not of the form (5.9) then according to Lemma 5.2 with a = 4 we have the represen-
tation

x =
k∑

n=1

ηn
4n

+
t

4k+1
(1 < t < 3)

with a certain k ∈ N0. Therefore

4kx =
k∑

n=1

4k−nηn +
t

4

and, in view of 1 < t < 3, we find

1

4
< 4kx− [4kx] < 1− 1

4
.

Therefore in this case we have ∆(4kx) > 1
4
. �

Proposition 5.4 The function f̃ from (5.4) satisfies the functional equation

f̃(x) + f̃(2x) =
1

2
(x > 0). (5.11)

We have min f̃ = 0 and f̃(x) = 0 if and only if x > 0 has the form

x =
∞∑

n=−∞

ζn4n (ζn ∈ {0, 3}) (5.12)

where ζn = 0 for n > log4 x.
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Proof: Owing to (5.4) we investigate the function T̃ (x) for 0 < x ≤ 1. From (4.1) we get

T̃ (x) +
1

2
T̃ (2x) = ∆(x) (x ∈ R).

By multiplication with 1
2x

it follows (5.11) for 0 < x ≤ 1
2
in view of ∆(x) = x for these x

and (5.4). Equation (5.5) implies the validity of (5.11) for all x > 0.

According to (4.1) the function T̃ can be written as

T̃ (x) =
∞∑
k=0

g(4kx)

4k
(x ∈ R) (5.13)

where g(x) = ∆(x)− 1
2
∆(2x) is a periodic function with period 1 which in [0, 1] is given by

g(x) =



0 for 0 ≤ x ≤ 1
4

2x− 1
2

for 1
4
< x ≤ 1

2

−2x+ 3
2

for 1
2
< x ≤ 3

4

0 for 3
4
< x ≤ 1

4
.

(5.14)

Because of g(x) ≥ 0 for x ∈ R we have T̃ (x) ≥ 0, too. For 0 < x ≤ 1 we get from (5.4) that
min f̃ = min 1

2x
T̃ (x) = 0 since T̃ (1) = 0, and f̃(x) = 0 if and only if T̃ (x) = 0. Equation

(5.13) implies in view of g(x) ≥ 0 that T̃ (x) = 0 if and only if for all k ∈ N0 we have
g(4kx) = 0. According to (5.14) we have g(x) = 0 in [0,1] exactly for 0 ≤ x ≤ 1

4
and for

1− 1
4
≤ x ≤ 1, i.e. ∆(x) ≤ 1

4
. Consequently, for all k ∈ N0 it holds g(4kx) = 0 if and only if

∆(4kx) ≤ 1
4
so that by Lemma 5.3 we have T̃ (x) = 0 for 0 < x ≤ 1 if and only if x is of the

form (5.9). It follows from (5.4) and (5.5) that f̃(x) = 0 for x > 0 if and only if x is of the
form (5.12). �

Proposition 5.5 The continuous, periodic function F̃ in formula (5.2), given by (5.3),
satisfies the functional equation

F̃ (u) + F̃

(
u+

1

2

)
=

1

2
(u ∈ R). (5.15)

The bounds of F̃ are min F̃ = 0 and max F̃ = 1
2
. It holds F̃ (u) = 0 if and only if u = log4 x

where x > 0 has the form (5.12). The zeros of F̃ form a Cantor set of Lebesgue measure 0.

Proof: For the periodic function F̃ it holds (5.7). Proposition 5.4 implies that F̃ satisfies
the functional equation (5.15) and that min F̃ = 0. It follows from (5.15) that max F̃ = 1

2
.
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According to (5.7) Proposition 5.4 also implies the assertion on the zeros of F̃ . By Lemma
5.2 the set of all x of the form (5.9) form a Cantor set of Lebesgue measure 0. This is true
also for the zeros of F̃ according to (5.7). �

Remark 5.6 1. Functional equation (5.15) implies∫ 1

0

F̃ (u)du =
1

4
. (5.16)

2. The map 4u 7→ x maps the interval [0, 1] onto [1, 4]. In (1, 4] the number x0 = 3 is the
smallest number of the form (5.12), and x1 = 3 + 3

4
+ 3

42 + . . . = 4 the largest such number.
Hence, in (0, 1] the number u0 = log 3

log 4
is the smallest zero of F̃ and u1 = 1 the largest zero of

F̃ , cf. Figure 3.

0 1

0,5

Figure 3: The graph of F̃ (u).

References

[1] Behrend, F.A. : Some remarks on the construction of continuous non-differentiable
functions. Proc. London Math. Soc. (2) 50, 463-481 (1949)

[2] Berg, L., and Krüppel, M. : Cantor sets and integral-functional equations. Z. Anal.
Anw. 17, 997 – 1020 (1998)



54 M. Krüppel

[3] Clements, G. F., and Lindström, B. : A sequence of (±1) determinants with large
values. Proc. Amer. Math. Soc. 16, 548 – 550 (1965)

[4] Delange, H. : Sur la fonction sommatoire de la fonction “Somme des Chiffres”. En-
seign. Math. (2) 21, 31 – 47 (1975)

[5] Drazin, M.P., and Griffith, J. S. : On the decimal representation of integers. Proc.
Cambridge Philos. Soc. (4), 48, 555 – 565 (1952)

[6] Flajolet, F., Grabner, P., Kirschenhofer, P., Prodinger, H., and Tichy, R. F. :
Mellin transforms and asymptotics: digital sums. Theoret. Comput. Sci. 123 291 – 314,
(1994)

[7] Krüppel, M. : On the extrema and the improper derivatives of Takagi’s continuous
nowhere differentiable function. Rostock. Math. Kolloq. 62, 41 – 59 (2007)

[8] McIlroy, M.D. : The number of 1’s in binary integers: bounds and extremal properties.
SIAM J. Comput. 3, 255 – 261 (1974)

[9] Shiokawa, I. : On a problem in additive number theory. Math. J. Okayama Univ. 16,
167 – 176 (1974)

[10] Takagi, T. : A simple example of the continuous function without derivative. Proc.
Phys. Math. Soc. Japan 1, 176 – 177 (1903)

[11] Trollope, E. : An explicit expression for binary digital sums. Mat. Mag. 41, 21 – 25
(1968)

received: December 3, 2007

Author:

Manfred Krüppel
Universität Rostock,
Institut für Mathematik,
Universitätsplatz 1,
18055 Rostock

e-mail: manfred.krueppel@uni-rostock.de

mailto:manfred.krueppel@uni-rostock.de 

	M. Krüppel, - Takagi's continuous nowhere differentiable function and binary digital sums
	Introduction
	The binary sum-of-digit function
	Counting zeros
	The alternating sum
	Alternating binary sums


